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Preface 

Classical electromagnetic theory, together with classica] and quan­
tum mechanics, forms the core of present-day theoretical training for 
undergraduate and graduate physicists. A thorough grounding in these 
subjects is a requirement for more advanced or specialized training. 

Typically the undergraduate program in electricity and magnetism 
involves two or perhaps three semesters beyond elementary physics, with 
the emphasis on the fundamental laws, laboratory verification and elabora­
tion of their consequences, circuit analysis, simple wave phenomena, and 
radiation. The mathematical tools utilized include vector calculus, 
ordinary differential equations with constant coefficients, Fourier series, 
and perhaps Fourier or Laplace transforms, partial differential equations, 
Legendre polynomials, and Bessel functions. 

As a general rule a two-semester course in electromagnetic theory is 
given to beginning graduate students. It is for such a course that my book 
is designed. My aim in teaching a graduate course in electromagnetism is 
at least threefold. The first aim is to present the basic subject matter as a 
coherent whole, with emphasis on the unity of electric and magnetic 
phenomena, both in their physical basis and in the mode of mathematical 
description. The second, concurrent aim is to develop and utilize a number 
of topics in mathematical physics which are useful in both electromagnetic 
theory and wave mechanics. These include Green's theorems and Green's 
functions, orthonormal expansions, spherical harmonics, cylindrical and 
spherical Bessel functions. A third and perhaps most important pur­
pose is the presentation of new material; especially on the interaction of 
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relativistic charged particles with electromagnetic fields. In this last area 
personal preferences and prejudices enter strongly. My choice of topics is 
governed by what I feel is important and useful for students interested in 
theoretical physics, experimental nuclear and high-energy physics, and that 
as yet ill-defined field of plasma physics. 

The book begins in the traditional manner with electrostatics. The first 
six chapters are devoted to the development of Maxwell's theory of 
electromagnetism. Much of the necessary mathematical apparatus is con­
structed along the way, especially in Chapters 2 and 3, where boundary­
value problems are discussed thoroughly. The treatment is initially in 
terms of the electric field E and the magnetic induction Bt with the derived 
macroscopic quantities, D and H, introduced by suitable averaging over 
ensembles of atoms or molecules. In the discussion of dielectrics, simple 
classical models for atomic polarizability are described, but for magnetic 
materials no such attempt is made. Partly this omission was a question of 
space, but truly classical models of magnetic susceptibility are not possible. 
Furthermore, elucidation of the interesting phenomenon of ferro magnetism 
needs almost a book in itself. 

The next three chapters (7-9) illustrate various electromagnetic pheno­
mena, mostly of a macroscopic sort. Plane waves in different media, 
including plasmas, as well as dispersion and the propagation of pulses, are 
treated in Chapter 7. The discussion of wave guides and cavities in Chapter 
8 is developed for systems of arbitrary cross section, and the problems of 
attenuation in guides and the Q of a cavity are handled in a very general 
way which emphasizes the physical processes involved. The elementary 
theory of multipole radiation from a localized source and diffraction 
occupy Chapter 9. Since the simple scalar theory of diffraction is covered 
in many optics textbooks, as well as undergraduate books on electricity and 
magnetism, I have presented an improved, although still approximate, 
theory of diffraction based on vector rather than scalar Green's theorems. 

The subject of magnetohydrodynamics and plasmas receives increasingly 
more attention from physicists and astrophysicists. Chapter 10 represents 
a survey of this complex field with an introduction to the main physical 
ideas involved. 

The first nine or ten chapters constitute the basic material of classical 
electricity and magnetism. A graduate student in physics may be expected 
to have been exposed to much of this material, perhaps at a somewhat 
lower level, as an undergraduate. But he obtains a more mature view ofit, 
understands it more deeply, and gains a considerable technical ability in 
analytic methods of solution when he studies the subject at the level of this 
book. He is then prepared to go on to more advanced topics. The 
advanced topics presented here are predominantly those involving the 
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interaction of charged particles with each other and with electromagnetic 
fields, especially when moving relativistically. 

The special theory of relativity had its origins in classical electrodynamics. 
And even after almost 60 years, classical electrodynamics still impresses 
and delights as a beautiful example of the covariance of physical laws under 
Lorentz transformations. The special theory of relativity is discussed in 
Chapter 11, where all the necessary formal apparatus is developed, various 
kinematic consequences are explored, and the covariance of electrodynamics 
is established. The next chapter is devoted to relativistic particle kine­
matics and dynamics. Although the dynamics of charged particles in 
electromagnetic fields can properly be considered electrodynamics, the 
reader may wonder whether such things as kinematic transformations of 
collision problems can. My reply is that these examples occur naturally 
once one has established the four-vector character of a particle's momentum 
and energy, that they serve as useful practice in manipulating Lorentz 
transformations, and that the end results are valuable and often hard to 
find elsewhere. 

Chapter 13 on collisions between charged particles emphasizes energy 
loss and scattering and develops concepts of use in later chapters. Here 
for the first time in the book I use semiclassical arguments based on the 
uncertainty principle to obtain approximate quantum-mechanical ex­
pressions for energy loss, etc., from the classical results. This approach, so 
fruitful in the hands of Niels Bohr and E. J. Williams, allows one to see 
clearly how and when quantum-mechanical effects enter to modify classical 
considerations. 

The important subject of emission of radiation by accelerated point 
charges is discussed in detail in Chapters 14 and 15. Relativistic effects 
are stressed, and expressions for the frequency and angular dependence of 
the emitted radiation are developed in sufficient generality for all appli­
cations. The examples treated range from synchrotron radiation to 
bremsstrahlung and radiative beta processes. Cherenkov radiation and the 
Weizsa.cker-Williams method of virtual quanta are also discussed. In the 
atomic and nuclear collision processes semiclassical arguments are again 
employed to obtain approximate quantum-mechanical results. I lay con­
siderable stress on this point because I feel that it is important for the 
student to see that radiative effects such as bremsstrahlung are almost 
entirely classical in nature, even though involving small-scale collisions. 
A student who meets bremsstrahlung for the first time as an example of a 
calculation in quantum field theory will not understand its physical basis. 

Multipole fields form the subject matter of Chapter 16. The expansion 
of scalar and vector fields in spherical waves is developed from first 
principles with no restrictions as to the relative dimensions of source and 
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wavelength. Then the properties of electric and magnetic multipole radia­
tion fields are considered. Once the connection to the multipole moments 
of the source has been made, examples of atomic and nuclear multipole 
radiation are discussed, as well as a macroscopic source whose dimensions 
are comparable to a wavelength. The scattering of a plane electromagnetic 
wave by a spherical object is treated in some detail in order to illustrate a 
boundary-value problem with vector spherical .waves. 

In the last chapter the difficult problem of radiative reaction is discussed. 
The treatment is physical, rather than mathematical, with the emphasis on 
delimiting the areas where approximate radiative corrections are adequate 
and on finding where and why existing theories fail. The original Abraham­
Lorentz theory of the self-force is presented, as well as more recent classical 
considerations. 

The book ends with an appendix on units and dimensions and a biblio­
graphy. In the appendix I have attempted to show the logical steps 
involved in setting up a system of units, without haranguing the reader as 
to the obvious virtues of my choice of units. I have provided two tables 
which I hope will be useful, one for converting equations and symbols and 
the other for converting a given quantity of something from so many 
Gaussian units to so many mks units, and vice versa. The bibliography 
lists books which I think the reader may find pertinent and useful for 
reference or additional study. These books are referred to by author's 
name in the reading lists at the end of each chapter. 

This book is the outgrowth of a graduate course in classical electro­
dynamics which I have taught off and on over the past eleven years, at both 
the University of Illinois and McGill University. I wish to thank my 
colleagues and students at both institutions for countless helpful remarks 
and discussions. Special mention must be made of Professor P. R. Wallace 
of McGill, who gave me the opportunity and encouragement to teach what 
was then a rather unorthodox course in electromagnetism, and Professors 
H. W. Wyld and G. Ascoli of Illinois, who have been particularly free with 
many helpful suggestions on the treatment of various topics. My thanks 
are also extended to Dr. A. N. Kaufman for reading and commenting on a 
preliminary version of the manuscript, and to Mr. G. L. Kane for his 
zealous help in preparing the index. 

J. D. JACKSON 
Urbana, Illinois 
January, 1962 
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1 

Introduction to 
Electrostatics 

Although amber and lodestone were :known by the ancient Greeks, 
electrodynamics developed as a quantitative subject in about 80 years. 
Coulomb's observations on the forces between charged bodies were made 
around 1785. About 50 years later, Faraday was studying the effects of 
currents and magnetic fields. By 1864, Maxwell had published his famous 
paper on a dynamical theory of the electromagnetic field. 

We will begin our discussion with the subject of electrostatics-problems 
involving time-independent electric fields. Much of the material will be 
covered rather rapidly because it is in the nature of a review. We will use 
electrostatics as a testing ground to devef op and use mathematical tech­
niques of general applicability. 

1.1 Coulomb's Law 

All of electrostatics stems from the quantitative statement of Coulomb's 
law concerning the force acting between charged bodies at rest with respect 
to each other. Coulomb (and, even earlier, Cavendish) showed experi­
mentally that the force between two small charged bodies separated a 
distance large compared to their dimensions 

( l) varied directly as the magnitude of each charge, 
(2) varied inversely as the square of the distance between them, 
(3) was directed along the line joining the charges, 
(4) was attractive if the bodies were oppositely charged and repulsive 

if the bodies had the same type of charge. 
Furthermore it was shown experimentally that the total force produced 
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2 Classical Electrodynamics 

on one sma11 charged body by a number of the other smalJ charged bodies 
placed around it was the vector sum of the individual two-body forces of 
Coulomb. 

1.2 Electric Field 

Although the thing that eventually gets measured is a force, it is useful 
to introduce a concept one step removed from the forces, the concept of 
an electric field due to some array of charged bodies. At the moment, the 
electric field can be defined as the force per unit charge acting at a given 
point. It is a vector function of position, denoted by E. One must be 
careful in its definition, however. It is not necessarily the force that one 
would observe by placing one unit of charge on a pith ball and placing it 
in position. The reason is that one unit of charge (e.g., 100 strokes of cat's 
fur on an amber rod) may be so large that its presence alters appreciably 
the field configuration of the array. Consequently one must use a limiting 
process whereby the ratio of the force on the small test body to the charge 
on it is measured for smaller and smaller amounts of charge. Experi­
mentally, this ratio and the direction of the force will become constant as 
the amount of test charge is made smaller and smaller. These Jimiting 
values of magnitude and direction define the magnitude and direction of the 
electric field E at the point in question. In symbols we may write 

F=qE (1.1) 

where F is the force, E the electric field, and q the charge. In this equation 
it is assumed that the charge q is located at a point, and the force and the 
electric field are evaluated at that point. 

Coulomb's law can be written down similarly. If F is the force on a 
point charge q1, located at x1, due to another point charge q2, located at 
x2, then Coulomb's law is 

F = kq1q2 (x1 - ~)a 
IX1 - X2I 

(1.2) 

Note that q1 and q2 are algebraic quantities which can be positive or 
negative. The constant of proportionality k depends on the system of units 
used. 

The electric field at the point x due to a point charge q1 at the point x1 

can be obtained directly: 

E(x) = kq1 (x - X1) (1.3) 
Ix - X1ia 

as indicated in Fig. 1.1. The constant k is determined by the unit of charge 
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E 

Fig. 1.1 

chosen. In electrostatic units ( esu), unit charge is chosen as that charge 
which exerts a force of one dyne on an equal charge located one centimeter 
away. Thus, with cgs units, k = I and the unit of charge is called the 
"stat-coulomb." In the mks system, k = (41rc0)-1, where £0 ( = 8.854 x 
10-12 farad/meter) is the permittivity of free space. We will use esu. * 

The experimentally observed linear superposition of forces due to many 
charges means that we may write the electric field at x due to a system of 
point charges qt, located at~, i = 1, 2, ... , n, as the vector sum: 

fl, 

E(x) = Lqi (x - xt\ 
i""l Ix - xii 

(1.4) 

If the charges are so sma11 and so numerous that they can be described by 
a charge density p(x') [if dq is the charge in a small volume dx dy dz at 
the point x', then dq = p(x') dx dy dz], the sum is replaced by an 
integral: 

E(x) = f p(x') (x - x') d3x' 
jx - x'l3 

where d3x' = dx' dy' dz' is a three-dimensional vo1ume element at x'. 

(1.5) 

At this point it is worth while to introduce the Dirac delta function. In one 
dimension, the delta function, written c5(x - a), is a mathematically improper 
function having the properties: 

(1) ci(x - a) = 0 for x =fa a, and 

(2) J b(x - a) dx = I if the region of integration includes x = a, and is zero 

otherwise. 
The delta function can be given rigorous meaning as the limit of a peaked curve 
such as a Gaussian which becomes narrower and narrower, but higher and 
higher, in such a way that the area under the curve is always constant. L. 
Schwartz's theory of distributions is a comprehensive rigorous mathematical 
approach to delta functions and their manipulations. t 

* The question of units is discussed in detail in the Appendix. 
t A useful. rigorous account of the Dirac delta function is given by Lighthill. (Full 

references for items cited in the text or footnotes by author only will be found in the 
Bibliography.) 
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From the definitions above it is evident that, for an arbitrary function/ (x), 

(3) J f(x) <Xx - a) dx = f(a)~ and 

(4) f f(x) ~'(x - a) dx = -['(a), 

where a prime denotes differentiation with respect to the argument. 
If the delta function has as argument a function f(x) of the independent 

variable x, it can be transformed according to the rule, 

(SJ J(/(x)) ~ L I~ (" -x,), 
i dx(xi) 

where /(x) is assumed to have only simple zeros, located at x = xt. 
In more than one dimension. we merely take products of delta functions in 

each dimension. In three dimensions, for example, 
(6) !5(x - X) = 6(x1 - X1) 6(x2 - X2) 6(x3 - X3) 

is a function which vanishes everywhere except at x = X, and is such that 

7) d(x - X) u-x = ( i ..I'll. {1 if ll.Vcontains x = X, 
Av O if 6. V does not contain x = X. 

Note that a delta function has the dimensions of an inverse volume in whatever 
number of dimensions the space has. 

A discrete set of point charges can be described with a charge density by 
means of delta functions. For example, 

n 
p(x) = ! q, o{x - xi) (1.6) 

i=l 

represents a distribution of n point charges qi, located at the points xi. Substitu­
tion of this charge density (1.6) into (1.5) and integration, using the properties of 
the delta function, yields the discrete sum (1.4). 

1.3 Gauss's Law 

The integral (I.5) is not the most suitable form for the evaluation of 
electric fields. There is another integral result, called Gauss's law, which 
is often more useful and which furthermore leads to a differential equation 
for E(x). To obtain Gauss's Jaw we first consider a point charge q and a 
closed surface S, as shown in Fig. 1.2. Let r be the distance from the 
charge to a point on the surface, n be the outwardly directed unit nonnal 
to the surface at that point, da be an element of surface area. If the electric 
field E at the point on the surface due to the charge q makes an angle (} 
with the unit normal, then the normal component of E times the area 
element is: cos 0 

E • n da = q -- da (1.7) 
r2 

Since E is directed along the line· from the surface element to the charge q, 
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.E 

q insides 

E n 

q outside S E 

E 

Fig. 1.2 Gauss's law. The normal component of electric field is integrated over the 
closed surface S. If the charge is inside (outside) S, the total solid angle subtended at 
the charge by the inner side of the surface is 4rr (zero). 

cos 0 da = r2 dO., where dQ. is the element of solid angle subtended by da 
at the position of the charge. Therefore 

E • n da = q dD. (1.8) 

If we now integrate the normal component of E over the whole surface, it 
is easy to see that 

,( E . d _ {41rq if q lies inside S 
Ys O a - 0 if q lies outside S (1.9) 
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This result is Gauss's law for a single point charge. For a discrete set of 
charges, it is immediately apparent that 

i. E • n da = 4n- 2 qi (1.10) Ys i 

where the sum is over only those charges inside the surface S. For a 
continuous charge density p(x), Gauss's law becomes: 

fs E -nda = 4n- fv p(x) d3x (1.11) 

where Vis the volume enclosed by S. 
Equation ( 1.11) is one of the basic equations of electrostatics. Note that 

it depends upon 
(1) the inverse square law for the force between charges, 
(2) the central nature of the force, 
(3) the linear superposition of the effects of different charges. 

Clearly, then, Gauss's law holds for Newtonian gravitational force fields, 
with matter density replacing charge density. 

It is interesting to observe that before Coulomb's observations 
Cavendish, by what amounted to a direct application of Gauss's law, did 
an experiment with two concentric conducting spheres and deduced that 
the power law of the force was inverse nth power, where n = 2.00 ± 0.02. 
By a refinement of the technique, Maxwell showed that n = 2.0 ± 0.00005. 
(See Jeans, p. 37, or Maxwell, Vol. 1, p. 80.) 

1.4 Differential Form of Gauss's Law 

Gauss's law can be thought of as being an integral formulation of the 
law of electrostatics. We can obtain a differential form (i.e., a differential 
equation) by using the divergence theorem. The divergence theorem states 
that for any vector field A(x) defined within a volume V surrounded by 
the closect surface S the relation 

f s A. n da = Lv . A cPx 

holds between the volume integral of the divergence of A and the surface 
integral of the outwardly directed normal component of A. The equation 
in fact can be used as the definition of the divergence (see Stratton, p. 4). 

To apply the divergence theorem we consider the integral relation 
expressed in Gauss's theorem: 

f 8 E • n da = 4n-f vp(x) d3x 
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Now the divergence theorem allows us to write this as: 

I,,, (V • E - 4"p) d'x = 0 (1.12) 

for an arbitrary volume V. We can, in the usual way, put the integrand 
equal to zero to obtain 

V • E = 4,rp (1.13) 

which is the differential form of Gauss's law of electrostatics. This 
equation can itself be used to solve problems in electrostatics. However, 
it is often.simpler to deal with scalar rather than vector functions of position, 
and then to derive the vector quantities at the end if necessary (see below). 

1.5 Another Equation of Electrostatics and the Scalar Potential 

The single equation (1.13) is not enough to specify completely the three 
components of the electric field E(x). Perhaps some readers know that a 
vector field can be specified completely if its divergence and curl are given 
everywhere in space. Thus we look for an equation specifying curl E as a 
function of position. Such an equation, namely, 

V><E=O (1.14) 

follows direct]y from our generalized Coulomb's ]aw (1.5): 

E(x) = f p(x') (x - x') d3x' 
. Ix - x'l 3 

The vector factor in the integrand, viewed as a function ofx, is the negative 
gradient of the scalar lflx - x'l : 

(x - x') _ -V ( 1 ) 
Ix - x'f 3 - Ix - x'I 

Since the gradient operation involves x, but not the integration variable x', 
it can be taken outside the integral sign. Then the field can be written 

E(x) = -VJ p(x') d3x' 
Ix- x'I 

(1.15) 

Since the curl of the gradient of any scalar function of position vanishes 
(V x V"P = 0, for all VJ), (1.14) follows immediately from (1.15). 

Note that V x E = 0 depends on the central_ nature of the force 
between charges, and on the fact that the force is a function of relative 
distances only, but does not depend on the inverse square nature. 
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Fig. 1.3 

In ( 1.15) the electric field ( a vector) is derived from a scalar by the 
gradient operation. Since one function of position is easier to deal with 
than three, it is worth while concentrating on the scalar function and giving 
it a name. Consequently we define the "scalar potential" ©(x) by the 

equation: E = -V(J) (1.16) 

Then (1.15) shows that the sca1ar potential is given in terms of the charge 
density by 

(J)(x) =J p(x') d3x' 
Ix - x'I 

( 1.17) 

where the integration is over all charges in the universe, and (f) is arbitrary 
to the extent that a constant can be added to the right side of (I .17). 

The scalar potential has a physical interpretation when we consider the 
work done on a test charge q in transporting it from one point (A) to 
another point (B) in the presence of an electric field E(x), as shown in Fig. 
1.3. The force acting on the charge at any point is 

F = qE 

so that the work done in moving the charge from A to Bis 

W = - I: F • di = -qr E • di (1.18) 

The minus sign appears because we are calculating the work done on the 
charge against the action of the field. With definition (1.16) the work can 
be written 

W = q J, V<D • di = lJ J d(J) = q[<I>u - <I> A] (1.19) 
A ,I 

which shows that q© can be interpreted as the potential energy of the test 
charge in the electrostatic field. 

From (I. 18) and (1.19) it can be seen that the line integral of the electric 
field between two points is independent of the path and is the negative of 
the potential difference between the points: 

J~B 

E. dl = -(<I>JJ - (J)A) 
A 

(1.20) 
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This follows directly, of course, from definition (1.16). If the path is closed, 
the line integral is zero, 

(1.21) 

a resu1t that can also be obtained directly from Coulomb's law. Then 
application of Stokes's theorem [if A(x) is a vector field, S is an open 
surface, and C is the closed curve bounding S, 

f c A • di = J s (V x A) • n da 

where di is a line element of C, n is the normal to S, and the path C is 
traversed in a right-hand screw sense relative to n] leads immediately back 
to \7 X E = 0. 

1.6 Surface Distributions of Charges and Dipoles and Discontinuities 
in the Electric Field and Potential 

One of the common problems in electrostatics is the determination of 
electric field or potential due to a given surface distribution of charges. 
Gauss's law (1.11) allows us to write down a partial result directly. If a 
surface S, with a unit normal n, has a surface-charge density of a(x) 
(measured in statcoulombs per square centimeter) and electric fields E1 

and E2 on either side of the surface, as shown in Fig. 1.4, then Gauss's law 
tells us immediately that 

(1.22) 

This does not determine E1 and E2 unless there are no other sources of 
field and the geometry and form a are especially simple. All that (1.22) 
says is that there is a discontinuity of 41Ta in the normal component of 
electric fie]d in crossing a surface with a surface-charge density a, the 
crossing being made from the "inner" to the "outer" side of the surface. 

Fig. 1.4 Discontinuity in the normal com­
ponent of electric field across a surface layer 

of charge. 

n 
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The tangential component of electric field can be shown to be continuous 
across a boundary surface by using (1.21) for the line integral of E around 
a closed path. It is only necessary to take a rectangular path with negligible 
ends and one side on either side of the boundary. 

A general result for the potential (and hence the field, by differentiation) 
at any point in space (not just at the surface) can be obtained from (1.17) 
by replacing p d3x by Cf da: 

<t>(x) = ( a(x') da' (1.23) 
Js Ix~ x'I 

Another problem of interest is the potential due to a dipole-layer 
distribution on a surface S. A dipole layer can be imagined as being formed 
by letting the surface S have a surface-charge density a(x) on it, and 
another surface S', lying close to S, have an equal and opposite surface­
charge density on it at neighboring points, as shown in Fig. 1.5. The 
dipole-layer distribution of strength D(x) is formed by letting S' approach 
infinitesimally close to S while the surface-charge density a(x) becomes 
infinite in such a manner that the product of a(x) and the local separation 
d(x) of Sand S' approaches the limit D(x): 

lim a(x) d(x) = D(x) 
d(x)-0 

(1.24) 

The direction of the dipole moment of the layer is normal to the surface S 
and in the direction going from negative to positive charge. 

To find the potential due to a dipole layer we can consider a single dipole 
and then superpose a surface density of them, or we can obtain the same 
result by performing mathematicalJy the limiting process described in words 
above on the surface-density expression (1.23). The first way is perhaps 
simpler, but the second gives useful practice in vector calculus. Con­
sequently we proceed with the limiting process. With n, the unit normal to 

s 
s· 

d(x) 

s Fig. 1.5 Limiting process involved in 
S' creating a dipole layer. 
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s 
0 

Fig. 1.6 Dipole-layer geometry. 

the surface S, directed away from S', as shown in Fig. 1.6, the potential 
due to the two dose surfaces is 

d>(x) = f a(x') da' -I. o-(x') da" 
Js Ix - x'I S' Ix - x' + ndf 

For small d we can expand Ix - x' + ndJ-1. Consider the general 
expression Ix + a1-1, where la! ~ lxl. Then we write 

1 1 ----
Ix + al J x2 + a2 + 2a • x 

=;(1 _a~x+··) 

=;+a -v(;) + • • • 

This is, of course, just a Taylor"s series expansion in three dimensions. ln 
this way we find that the potential becomes [ upon taking the limit (1.24)]: 

<l>(x) = J: D(x')n • V' ( 1 , ) da' 
s Ix-xi 

(1.25) 

Equation (1.25) has a simple geometrical interpretation. We note that 

n. V'( 1 ) da' = _ cos 0 da' = -dO. 
Ix - x'I Ix - x'l 2 

where dQ. is the element of solid angle subtended at the observation point 
by the area clement da', as indicated in Fig. 1.7. Note that dQ has a positive 
sign if O is an acute angle, i.e., when the observation point views the •'inner" 
side of the dipole layer. The potential can be written: 

<I>(x) = - J s D(x') dQ (1.26) 
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Fig. 1.7 The potential at P due to the 
dipole layer D on the area ele~ent da' is 
just the negative product of D and the 
solid angle element dfl subtendFd by da' 

atP. 

For a constant surface-dipole-moment density D, the potential -is just the 
product of the moment and the solid angle subtended at the observation 
point by the surface, regardless of its shape. 1 

There is a discontinuity in potential in crossing a double layer. This 
can be seen by letting the observation point come infinitesimally close to 
the double layer. The double layer is now imagined to consist of two 
parts, one being a small disc directly under the observation point. The 
disc is sufficiently small that it is sensibly flat and has constant surface­
dipole-moment density D. Evidently the total potential can be obtained 
by linear superposition of the potential of the disc and that of the remain­
der. From (1.26) it is clear that the potential of the ..... disc alone has a 
discontinuity of 41T D in crossing from the inner to the outer side, being 
-21TD on the inner side and +21TD on the outer. The potential of the 
remainder alone, with its hole where the disc fits in, is continuous across 
the plane of the hole. Consequently the total potential jump in crossing 

the surface is: <1>2 _ <I>i = 477 D (1.27) 

This result is analogous to (1.22) for the discontinuity of electric field in 
crossing a surface-charge density. Equation (1.27) can be interpreted 
"physically" as a potential drop occurring "inside" the dipole layer, and 
can be calculated as the product of the field between the two layers of 
surface charge times the separation before the limit is taken. 

1.7 Poisson's and Laplace's Equations 

In Sections 1.4 and 1.5 it was shown that the behavior of an electro­
static field can be described by the two differential equations: 

V •E = 4-?rp (1.13) 
and 

V><E=O (1.14) 

the latter equation being equivalent to the statement that Eis the gradient 
of a scalar function, the scalar potential <I>: 

E = -V<D (1.16) 
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Equations (1.13) and (1.16) can be combined into one partial differential 
equation for the single function <l>(x): 

V2<1> = -41rp (1.28) 

Thjs equation is called Poisson's equation. In regions of space where there 
is no charge density, the scalar potential satisfies Laplace's equation: 

(1.29) 

We already have a solution for the scalar potential in expression (1.17): 

<l>(x) = f p(x') d3x' 
Ix - x'I 

(1.17) 

To verify that this does indeed satisfy Poisson's equation (1.28) we operate 
with the Laplacian on both sides: 

V2<1> = v2J p(x') d3x' =Jp(x')V2 ( 1 ) d3x' (1.30) 
[x - x'j • ]x - x'I 

We must now calculate the value of V2(1/jx - x'[). It is convenient (and 
allowable) to translate the origin to x' and so consider V2(1/r), where r is 
the magnitude of x. By direct calculation we find that V2(1/r) = 0 for 
r -::fa O: 

v2(!) = ! ~(r. !) = !~(1) = o 
r r dr2 r r dr2 

At r = 0, however, the expression is undefined. Hence we must use a 
limiting process. Since we anticipate something like a Dirac delta function,. 
we integrate V2(1/r) over a small volume V containing the origin. Then we 
use the divergence theorem to obtain a surface integral: 

fv v2(;) d3x =~CV. v(;) d8x = L n. v(;) da 

=i i (!) r2 dD. = -41T 
sor .r 

It has now been established that V2(1/r) = 0 for r -::fa O, and that its volume 
integral is -47T. Consequently we can write the improper (but mathe­
matically justifiable) equation, V2(1/r) = -47T~(x), or, more generally, 

v2 ( 1 ) = -4n-~(x - x') (1.31) 
Ix - x'! 

Having established the singular nature of the Laplacian of 1/r, we can 
now complete our check on (1.17) as a solution of Poisson's equation. 
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Equation (1.30) becomes 

V2<1> = J p(x')[ -'4-n-b(x - x')] d3x' = -41rp(x) 

verifying the correctness of our solution (LI 7). 

1.8 Green's Theorem 

If electrostatic problems always involved localized discrete or continuous 
distributions of charge with no boundary surfaces, the general solution 
(1.17) would be the most convenient and straightforward solution to any 
problem. There would be no need of Poisson's or Laplace's equation. In 
actual fact, of course, many, if not most, of the problems of electrostatics 
involve finite regions of space, with or without charge inside, and with 
prescribed boundary conditions on the bounding surfaces. These boundary 
conditions may be simulated by an appropriate distribution of charges 
outside the region of interest (perhaps at infinity), but (1.17) becomes 
inconvenient as a means of calculating the potential, except in simple cases 
(e.g., method of images). 

To handle the boundary conditions it is necessary to develop some new 
mathematical tools, namely, the identities or theorems due to George 
Green (1824). These follow as simple applications of the divergence 
theorem. The divergence theorem: 

J v V • A d3x = f 8 A • n da 

applies to any vector field A defined in the volume V bounded by the closed 
surface S. Let A = cpV'f/J, where cf, and VJ are arbitrary scalar fields. Now 

(1.32) 
and 

cf,V'P • n = cf, 0'P 
on 

(1.33) 

where o/on is the normal derivative at the surface S (directed outwards 
from inside the volume V). When (1.32) and (1.33) are substituted into 
the divergence theorem, there results Green's first identity: 

( (cf,V2VJ + Vcf,. VVJ) d3x = ,! cf, OVJ da Jv Ys on 
(1.34) 

lfwe write down (1.34) again with cf, and V' interchanged, and then subtract 
it from (1.34), the V,f, • VVJ terms cancel, and we obtain Green's second 
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identity or Green's theorem: 

r ( 4,v21P - ?pV2ef,) d3x = ! lr <p Otp - tp O<p] da 
Jv Ys on on 

(1.35) 

Poisson's differential equation for the potential can be converted into an 
integral equation if we choose a particular tp, namely 1/ R = 1/jx - x'I, 
where xis the observation point and x' is the integration variable. Further, 
we put 4, = <!>, the scalar potential, and make use of V2<1> = -4n-p. From 
(1.31) we know that V2(1/ R) = -41rb(x - x'), so that (1.35) becomes 

( [-4n-<I>(x') b(x - x') + 47T p(x')] d3x' = i [<t> _E__ (l) - _! o<l>] da' Jv R "8 on' R Ron' 

If the point x lies within the volume V, we obtain: 

<l>(x) = r p(x') d3x' + _1 ! [!_ o<l> - <l> _E_ (l)] da' 
Jv R 41T J.~ Ron' on' R 

(1.36) 

If x lies outside the surface S, the left-hand side of (1.36) is zero. [Note 
that this is consistent with the interpretation of the surface integral as being 
the potential due to a surface-charge density a= (1/47T)(o<l>/on') and a 
dipole layer D = -(l/411)<1>. The discontinuities in electric field and 
potential (1.22) and (1.27) across the surface then lead to zero field and 
zero potential outside the volume V.] 

Two remarks are in order about result (1.36). First, if the surface S goes 
to infinity and the electric field on S falls off faster than R-1, then the 
surface integral vanishes and (1.36) reduces to the familiar result (1.17). 
Second, for a charge-free volume the potential anywhere inside the volume 
(a solution of Laplace's equation) is expressed in (1.36) in terms of the 
potential and its normal derivative only on the surface of the volume. This 
rather surprising result is not a solution to a boundary-value problem, but 
only an integral equation, since the specification of both <I> and o<l>/on 
( Cauchy boundary conditions) is an overspecification of the problem. This 
will be discussed in detail in the next sections, where techniques yielding 
solutions for appropriate boundary conditions will be developed using 
Green's theorem (1.35). 

1.9 Uniqueness of the Solution with Dirichlet or Neumann Boundary 
Conditions 

The question arises as to what are the boundary conditions appropriate 
for Poisson's (or Laplace's) equation in order that a unique and well­
behaved (i.e., physically reasonable) solution exist inside the bounded 
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region. Physical experience leads us to believe that specification of the 
potential on a closed surface (e.g., a system of conductors held at different 
potentials) defines a unique potential problem. This is called a Dirichlet 
problem, or Dirichlet boundary conditions. Similarly it is plausible that 
specification of the electric field (normal derivative of the potential) every­
where on the surface (corresponding to a given surface-charge density) 
also defines a unique problem. Specification of the normal derivative 
is known as the Neumann boundary condition. We now proceed to prove 
these expectations by means of Green's first identity (I .34). 

We want to show the uniqueness of the solution of Poisson's equation, 
V2<1> = -41rp, inside a volume V subject to either Dirichlet or Neumann 
boundary conditions on the closed bounding surface S. We suppose, to 
the contrary, that there exist two solutions (1')1 and <1>2 satisfying the same 
boundary conditions. Let 

(1.37) 

Then V2 U = 0 inside V, and U = 0 or au/on= 0 on S for Dirichlet and 
Neumann boundary conditions, respectively. From Green's first identity 
(1.34), with cp = "P = U, we find 

[ (UV2U +VU· VU) d3x = J. U au da Jv rs an (1.38) 

With the specified properties of U, this reduces (for both types of boundary 
conditions) to : 

fv IVl/12 d3x = 0 

which implies VU= 0. Consequently, inside V, U is constant. For 
Dirichlet boundary conditions, U = 0 on S so that, inside V, <I\ = <1>2 and 
the solution is unique. Similarly, for Neumann boundary conditions, the 
solution is unique, apart from an unimportant arbitrary additive constant. 

From the right-hand side of (1.38) it is clear that there is also a unique 
solution to a problem with mixed boundary conditions (i.e .. Dirichlet over 
part of the surface S, and Neumann over the remaining part). 

It should be clear that a solution to Poisson's equation with both <I> and 
o<l>/on specified on a cJosed boundary (Cauchy boundary conditions) does 
not exist, since there are unique solutions for Dirichlet and Neumann 
conditions separately and these will in general not be consistent. The 
question of whether Cauchy boundary conditions on an open surface define 
a unique electrostatic problem requires more discussion than is warranted 
here. The reader may refer to Morse and Fesnbach, Section 6.2, pp. 692-
706, or to Sommerfeld, Partial Differential Equations in Physics, Chapter 
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II, for a detailed discussion of these questions. Morse and Feshbach base 
their treatment on the replacement of the partial differential equation by 
appropriate difference equations which they then solve by an iterative 
procedure. On the other hand, Sommerfeld bases his discussion on the 
method of characteristics where possible. The result of these investigations 
on which boundary conditions are appropriate is summarized in the table 
below (based on one given in Morse and Feshbach), where different types 

Type of Equation 

Type of 
Elliptic Hyperbolic 

Parabolic 
Boundary (heat-con-
Condition (Poisson's eq.) (wave eq.) duction eq.) 

Dirichlet 
Open surface Not enough Not enough Unique, stable 

solution in one 
direction 

Closed surface Unique, stable Too much Too much 
solution 

Neumann 
Open surface Not enough Not enough Unique, stable 

solution in one 
direction 

Closed surf ace Unique, stable Too much Too much 
solution in 
general 

Cauchy 
Open surface Unphysical Unique, stablel Too much 

results solution 
Closed surface Too much Too much Too much 

A stable solution is one for which small changes in the boundary conditions 
cause appreciable changes in the solution only in the neighborhood of the 
boundary. 

of partial differential equations and different kinds of boundary conditions 
are listed. 

Study of the table shows that electrostatic problems are specified only 
by Dirichlet or Neumann boundary conditions on a closed surface (part 
or all of which may be at infinity, of course). 
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1.10 Formal Solution -of Electrostatic Boundary-Value Problem with 
Green's Function 

The solution of Poisson's or Laplace's equation in a finite volume Vwith 
either Dirichlet or Neumann boundary conditions on the bounding surface 
S can be obtained by means of Green's theorem (1.35) and so-called 
"Green's functions." 

In obtaining result (1.36)-not a solution-we chose the function 'P to 
be 1/lx - x'I, it being the potential of a unit point charge, satisfying the 
equation: 

V'2 ( 1 ) = -41r~(x - x') 
Ix - x'I 

(1.31) 

The function 1/ Jx - x'I is only one of a class of functions depending on the 
variables x and x', and called Green's functions, which satisfy (1.31). In 
general, 

where 
V'2G(x, x') = -4m5(x - x') 

G(x, x') = 1 + F(x, x') 
jx - x') 

(1.39) 

(1.40) 

with the function F satisfying Laplace's equation inside the volume V: 

V'2F(x, x') = 0 (1.41) 

In facing the problem of satisfying the prescribed boundary conditions 
on <I> or o<b/on, we can find the key by considering result (1.36). As has 
been pointed out already, thls is not a solution satisfying the correct type 
of boundary conditions because both <I> and o(f)/on appear in the surface 
integral. It is at best an integral equation for <I>. With the generalized 
concept of a Green's function and its additional freedom [via t.he function 
F(x, x')], there arises the possibility that we can use Green's theorem with 
tp = G(x, x') and choose F(x, x') to eliminate one or the other of the two 
surface integrals, obtaining a result which involves only Dirichlet or 
Neumann boundary conditions. Of course, if the necessary G(x, x') 
depended in detail on the exact form of the boundary conditions, the 
method would have little generality. As will be seen immediately, this is 
not required, and G(x, x') satisfies rather simple boundary conditions on S. 

With Green's theorem (1.35), rt, = <I>, 1P = G(x, x'), and the specified 
properties of G (1.39), it is simple to obtain the generalization of (1.36): 

f. 1 f, [ o<I> oG(x x')] <I>(x) = p(x')G(x, x') d3x' + - G(x, x') - - <I>(x') ' da' 
V 47T S an' on' 

(1.42) 
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The freedom available in the definition of G (l .40) means that we can make 
the surface integral depend only on the chosen type of boundary con­
ditions. Thus, for Dirichlet boundary conditions we demand: 

Gn(x, x1) = 0 for x' on S (1.43) 

Then the first term in the surface integral in (1.42) vanishes and the 
solution is 

cI>(x) =i p(x')Gp(X, x') d3x' - _l i (f>(x') aGv da' (1.44) 
V 41T Js an' 

For Neumann boundary conditions we must be more careful. The 
obvious choice of boundary condition on G(x, x') seems to be 

aGN. 
-- (x, x') = 0 for x' on S 
on' 

since that makes the second term in the surface integral in (1.42) vanish, 
as desired. But an application of Gauss's theorem to (1.39) shows that 

J: aa. da' = -41r 
Yson' 

Consequently the simplest allowable boundary condition on GN is 

oG,v 41T 
__ i (x, x') = - - for x' on S 
on 1 s (1.45) 

where S is the total area of the boundary surface. Then the solution is 

<l>(x) = (<1>)8 + ( p(x')Giv(x, x') d3x' + _!_ J a<I>.' GN da' Jv 41r Ys an 
(1.46) 

where (<l>)s is the average value of the potential over the whole surface. 
The customary Neumann problem is the so-cal1ed "exterior problem" in 
which the volume Vis bounded by two surfaces~ one closed and finite, the 
other at infinity. Then the surface area S is infinite; the boundary 
condition (1.45) becomes homogeneous; the average value (<P)s vanishes. 

We note that the Green's functions satisfy simple boundary conditions 
(1.43) or (1.45) which do not depend on the detailed form of the Dirichlet 
(or Neumann) boundary values. Even so, it is often rather involved (if 
not impossible) to determine G(x, x') because of its dependence on the 
shape of the surface S. We will encounter such problems in Chapter 2 
and 3. 

The mathematical symmetry property G(x, x') = G(x', x) can be proved 
for the Green's functions satisfying the Dirichlet boundary condition 
(1.43) by means of Green~s theorem with ,f, = G(x, y) and '1/J = G(x', y), 
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where y is the integration variable. Since the Green's function, as a function 
of one of its variables, is a potential due to a unit point charge, this sym­
metry merely represents the physical interchangeability of the source and 
the observation points. For Neumann boundary conditions the symmetry 
is not automatic, but can be imposed as a separate requirement. 

As a final, important remark we note the physical meaning of F(x, x'). 
It is a solution of Laplace's equation inside V and so represents the 
potential of a system of charges external to the volume V. It can be 
thought of as the potential due to an external distribution of charges so 
chosen as to satisfy the homogeneous boundary conditions of zero 
potential (or zero normal derivative) on the surface S when combined with 
the potential of a point charge at the source point x'. Since the potential 
at a point x on the surface due to the point charge depends on the position 
of the source point, the external distribution of charge F(x, x') must also 
depend on the "parameter" x'. From this point of view, we see that the 
method of images (to be discussed in Chapter 2) is a physical equivalent 
of the determination of the appropriate F(x, x') to satisfy the boundary 
conditions (1.43) or (1.45). For the Dirichlet problem with conductors, 
F(x, x') can also be interpreted as the potential due to the surface-charge 
distribution induced on the conductors by the presence of a point charge 
at the source point x'. 

1.11 Electrostatic Potential Energy and Energy Density 

In Section 1.5 it was shown that the product of the scalar potential and 
the charge of a point object could be interpreted as potential energy. More 
precisely, if a point charge qi is brought from infinity to a point xi in a 
region of localized electric fields described by the scalar potential <l> ( which 
vanishes at infinity), the work done on the charge (and hence its potential 
energy) is given by 

(1.47) 

The potential ct> can be viewed as produced by an array of (n - 1) charges 
qij = l, 2, ... , n - 1) at positions xj. Then 

n-1 

ct>(~)= 2 qi 
1=1 lxi - X1I 

(1.48) 

so that the potential energy of the charge qi is 

(1.49) 
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It is clear that the total potential energy of all the charges due to all the 
forces acting between them is: 

(1.50) 

as can be seen most easily by adding each charge in succession. A more 
symmetric form can be written by summing over i and j unrestricted, and 
then dividing by 2: 

(1.51) 

lt is understood that i = j terms (infinite "self-energy" terms) are omitted 
in the double sum. 

For a continuous charge distribution [or, in general, using the Dirac 
delta functions (1.6)] the potential energy takes the form: 

W = l II p(x)p(x') d3x d3x' (1.52) 
2 lx-x'I 

Another expression, equivalent to (1.52), can be obtained by noting that 
one of the integrals in (1.52) is just the scalar potential (1.17). Therefore 

W = } I p(x)<P(x) d3x (1.53) 

Equations (1.51), (1.52), and (1.53) express the electrostatic potential 
energy in terms of the positions of the charges and so emphasize the 
interactions between charges via Coulomb forces. An alternative, and 
very fruitful, approach is to emphasize the electric field and to interpret 
the energy as being stored in the electric field surrounding the charges. To 
obtain this latter form, we make use of Poisson's equation to eliminate the 
charge density from (1.53): 

W = -1 f(J)V2(J) d3x 
81r 

Integration by parts leads to the result: 

W = _!_ f IV<Pl 2 d3x = __!__ I IEl2 d3x s~ 81r 
(1.54) 

where the integration is over all space. In (1.54) all explicit reference to 
charges has gone, and the energy is expressed as an integral of the square 
of the electric field over all space. This leads naturally to the identification 
of the integrand as an energy density w: 

w = _.!_ /El 2 (1.55) 
817' 
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Q2 

0 
Fig. 1.8 

This expression for energy density is intuitively reasonable, since regions 
of high fields "must" contain considerable energy. 

There is perhaps one puzzling thing about (1.55). The energy density is 
positive definite. Consequently its volume integral is necessarily non­
negative. This seems to contradict our impression from (1.51) that the 
potential energy of two charges of. opposite sign is negative. The reason 
for this apparent contradiction is that (1.54) and (1.55) contain "self­
energy" contributions to the energy density, whereas the double sum in 
(1.51) does not. To illustrate this, consider two point charges q1 and q2 

located at x1 and x2, as in Fig. 1.8. The electric field at the point P with 
coordinate x is 

E = qi(x - X1) + qlx - x2) 
Ix - X113 Ix - xil 

so that the energy density (1.55) is 

w = ql + q22 + q1qlx - X1) • (x - X2) (1.S6) 
87TIX - x1 14 81Tlx - x2l 4 4-n-lx - x113 Ix - x213 

Clearly the first two terms are self-energy contributions. To show that the 
third term gives the proper result for the interaction potential energy we 
integrate over all space: 

Wi t = q1q2 I (x - X1) • (x - X2) dax (1.57) 
m 411 Ix - x1l3 Ix - X 2l3 

A change of integration variable to p = (x - x1)/lx1 - x21 yields 

Wint = q1q2 X _.!_ f P • (p + n) d3 p (1.58) 
lx1 - X2I 4-n- llP + nl3 

where n is a unit vector in the direction (x1 - x2).. By straightforward 
integration the dimensionless volume integral can be shown to have the 
value 47T, so that the interaction energy reduces to the expected value. 

Forces acting between charged bodies can be obtained by calculating 
the change in the total electrostatic energy of the system under small 
virtual displacements. Examples of this are discussed in the problems. 
Care must be taken to exhibit the energy in a form showing clearly those 
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factors which vary with a change in configuration and those which are 
kept constant. 

As a simple illustration we calculate the force per unit area on the surface 
of a conductor with a surface-charge density o{x). In the immediate 
neighborhood of the surface the energy density is 

w = _!_ 1El2 = 27Ta2 (1.59) 
81r 

If we now imagine a small outward displacement .l\x of an elemental area 
.l\a of the conducting surface, the electrostatic energy decreases by an 
amount which is the product of energy density wand the excluded volume 
.l\x .l\a: 

.l\ W = - 21ra2 .l\a .l\x (l.60) 

This means that there is an outward force per unit area equal to 2m;2 = w 
at the surface of the conductor. This result is normally derived by taking 
the product of the surface-charge density and the electric field, with care 
taken to eliminate the electric field due to the element of surface-charge 
density itself. 

REFERENCES AND SUGGESTED READING 

On the mathematical side, the subject of delta functions is treated simply but rigor­
ously by 

Lighthill. 
For a discussion of different types of partial differential equations and the appropriate 
boundary conditions for each type, see 

Morse and Feshbach, Chapter 6, 
Sommerfeld, Partial Differential Equations in Physics, Chapter II, 
Courant and Hilbert, Vol. II, Chapters III-VI. 

The general theory of Green's functions is treated in detail by 
Friedman, Chapter 3, 
Morse and Feshbach, Chapter 7. 

The general theory of electrostatics is discussed extensively in many of the older books. 
Notable, in spite of some old-fashioned notation, are 

Maxwell, Vol. 1, Chapters II and IV, 
Jeans, Chapters II, VI, VII. 

Of more recent books, mention may be made of the treatment of the general theory by 
Stratton, Chapter III, and parts of Chapter II. 

PROBLEMS 

1.1 Use Gauss's theorem to prove the following statements: 
(a) Any excess charge placed on a conductor must lie entirely on its 

surface. (A conductor by definition contains charges capable of moving 
freely under the action of app1ied electric fields.) 
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(b) A closed, hollow conductor shields its interior from fields due to 
charges outside, but does not shield its exterior from the fields due to 
charges placed inside it. 

(c) The electric field at the surface of a conductor is normal to the surface 
and has a magnitude 4·mr, where a is the charge density per unit area on the 
surface. 

1.2 Two infinite, conducting, plane sheets of uniform thicknesses t1 and t2, 
respectively, are placed parallel to one another with their adjacent faces 
separated by a distance L. The first sheet has a total charge per unit area 
(sum of the surface.charge densities on either side) equal to q1, while the 
second has q2. Use symmetry arguments and Gauss's law to prove that 

(a) the surface.charge densities on the adjacent faces are equal and 
opposite; 

(b) the surface-charge densities on the outer faces of the two sheets are 
the same; 

(c) the magnitudes of the charge densities and the fields produced are 
independent of the thicknesses t1 and t2 and the separation L. 

Find the surface-charge densities and fields explicitly in terms of q1 and 
q2, and apply your results to the special case q1 = -q2 = Q. 

1.3 Each of three charged spheres of radius a, one conducting, one having a 
uniform charge density within its volume, and one having a spherically 
symmetric charge density which varies radially as rn (n > -3), has a total 
charge Q. Use Gauss's theorem to obtain the electric fields both inside and 
outside each sphere. Sketch the behavior of the fields as a function of 
radius for the first two spheres, and for the third with n = -2, +2. 

1.4 The time-average potential of a neutral hydrogen atom is given by 

where q is the magnitude of the electronic charge, and cc-1 = a0/2. Find 
the distribution of charge (both continuous and discrete) which will give 
this potential and interpret your result physically. 

1.S A simple capacitor is a device formed by two insulated conductors adjacent 
to each other. If equal and opposite charges are placed on the conductors, 
there will be a certain difference of potential between them. The ratio of 
the magnitude of the charge on one conductor to the magnitude of the 
potential difference is called the capacitance (in electrostatic units it is 
measured in centimeters). Using Gauss's law, calculate the capacitance of 

(a) two large, flat, conducting sheets of area A, separated by a small 
distanced; 

(b) two concentric conducting spheres with radii a, b (b > a); 
(c) two concentric conducting cylinders of length L, large compared to 

their radii a, b (b > a). 
(d) What is the inner diameter of the outer conductor in an air-filled 

coaxial cable whose center conductor is B&S #20 gauge wire and whose 
capacitance is 0.5 micromicrofarad/cm? 0.05 micromicrofarad/cm? 

1.6 Two long, cylindrical conductors of radii a1 and a2 are parallel and 
separated by a distance d which is large compared with either radius. 
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Show that the capacitance per unit length is given approximately hy 

( d)-1 C ~ 4 Jn~ 

where a is the geometrical mean of the two radii. 
Approximately what B&S gauge wire (state diameter in millimeters 

as well as gauge) would be necessary to make a two-wire transmission line 
with a capacitance of 0.1 ,,,,f/cm if the separation of the wires was 0.5 cm 1 
1.5 cm? 5.0 cm? 

1.7 (a) For the three capacitor geometries in Problem l .5 calculate the total 
electrostatic energy and express it alternatively in terms of the equal and 
opposite charges Q and - Q placed on the conductors and the potential 
difference between them. 

(b) Sketch the energy density of the electrostatic field in each case as a 
function of the appropriate linear coordinate. 

1.8 Calculate the attractive force between conductors in the parallel plate 
capacitor (Problem l.5a) and the parallel cylinder capacitor (Problem 1.6) 
for 

(a) fixed charges on each conductor; 
(b) fixed potential difference between conductors. 

1.9 Prove the mean value theorem: For charge-free space the value of the 
electrostatic potential at any point is equal to the average of the potential 
over the surface of any sphere centered on that point. 

1.10 Use Gauss's theorem to prove that at the surface of a curved charged 
conductor the normal derivative of the electric field is given by 

!_ uE = -(_!_ + _!_) 
£ on R1 R2 

where R1 and R2 are the principal radii of curvature of the surface. 
1.11 Prove Green's reciprocation theorem: If ct> is the potential due to a volume­

charge density p within a volume V and a surface-charge density a on the 
surface S bounding the volume V, while ct>' is the potential due to another 
charge distribution p' and a', then 

Iv p<l>' d3x + L a©' da = J v p'<l> d3x + LG'<l> da 

1.12 Prove Thomson's theorem: If a number of conducting surfaces are fixed in 
position and a given total charge is placed on each surface, then the electro­
static energy in the region bounded by the surfaces is a minimum when the 
charges are placed so that every surface is an equipotential. 

1.13 Prove the following theorem: If a number of conducting surfaces are 
fixed in position with a given total charge on each, the introduction of an 
uncharged, insulated conductor into the region bounded by the surfaces 
lowers the electrostatic energy. 
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Boundary-Value Problems 
in Electrostatics: I 

Many problems in electrostatics involve boundary surfaces on which 
either the potential or the surface-charge density is specified. The formal 
solution of such problems was presented in Section 1.10, using the method 
of Green's functions. In practical situations (or even rather idealized 
approximations to practical situations) the discovery of the correct Green's 
function is sometimes easy and sometimes not. Consequently a number of 
approaches to electrostatic boundary-value problems have been developed, 
some of which are only remotely connected to the Green's function 
method. In this chapter we will examine two of these special techniques: 
(1) the method of images, which is closely related to the use of Green's 
functions; (2) expansion in orthogonal functions, an approach directly 
through the differential equation and rather remote from the direct 
construction of a Green's function. Other methods of attack, such as the 
use of conformal mapping in two-dimensional problems~ will be omitted. 
For a discussion of conformal mapping the interested reader may refer to 
the references cited at the end of the chapter. 

2.1 Method of Images 

The method of images concerns itself with the problem of one or more 
point charges in the presence of boundary surfaces, e.g., conductors either 
grounded or held at fixed potentials. Under favorable conditions it is 
possible to infer from the geometry of the situation that a small number of 
suitably placed charges of appropriate magnitudes, external to the region 
of interest, can simulate the required boundary conditions. These charges 

26 
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Fig. 2.1 Solution by method of 
images. The original potential 
problem is on the left, the 
equivalent-image problem on 

------
q -q---,-----q 

I 
I 
I 
I 
l 
I 
I the right. 

are called image charges, and the replacement of the actual problem with 
boundaries by an enlarged region with image charges but no boundaries is 
called the method of images. The image charges must be external to the 
volume of interest, since their potentials must be solutions of Laplace's 
equation inside the volume; the "particular integral" (i.e., solution of 
Poisson's equation) is provided by the sum of the potentials of the charges 
inside the volume. 

A simple example is a point charge located in front of an infinite plane 
conductor at zero potential, as shown in Fig. 2.1. It is clear that this is 
equivalent to the problem of the original charge and an equal and opposite 
charge located at the mirror-image point behind the plane defined by the 
position of the conductor. 

2.2 Point Charge in the Presence of a Grounded Conducting 
Sphere 

As an illustration of the method of images we consider the problem 
illustrated in Fig. 2.2 of a point charge q located at y relative to the origin 
around which is centered a grounded conducting sphere of radius a.* We 
seek the potential <l>(x) such that Cl>(lxl = a) = 0. By symmetry it is 
evident that the image charge q' (assuming that only one image is needed) 
will lie on the ray from the origin to the charge q. If we consider the charge 
q outside the sphere, the image position y' will lie inside the sphere. The 

* The term grounded is used to imply that the surface or object is held at the same 
potential as the point at infinity by means of some fine conducting connector. The 
connection is assumed not to disturb the potential distribution. But arbitrary amounts 
of charge of either sign can flow onto the object from infinity in order to maintain its 
potential at "ground" (usually taken to be zero potential). A conductor held at a fixed 
potential is essentially the same situation, except that a voltage source is interposed 
between the object and "ground." 
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q 

Fig. 2.2 Conducting sphere of 
radius a, with chargeq and image 

charge q'. 

potential due to the charges q and q' is: 

I 

«l>(x) = q + q 
Ix - YI Ix - y'I 

(2.1) 

We now must try to choose q' and ly'I such that this potential vanishes at 
lxl = a. If n is a unit vector in the direction x, and n' a unit vector in the 
direction y, then 

<l>(x) = q + q' 
lxn - yn'I lxn - y'n'I 

(2.2) 

If x is factored out of the first term and y' out of the second, the potential 
at x = a becomes: 

<I>(x = a) = q + q' 

~~ 
u I" - ~ u I y l" - y' 111 

From the form of (2.3) it will be seen that the choices: 

q q' 
-=--;, 
a y 

y a 
-=-
a y' 

(2.3) 

make 4>(x =a)= 0, for all possible values of n • n'. Hence the magnitude 
and position of the image charge are 

I Q 
q = - -q, 

y 

I a2 
y=­

y 
(2.4) 
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We note that, as the charge q is brought closer to the sphere, the image 
charge grows in magnitude and moves out from the center of the sphere. 
When q is just outside the surface of the sphere, the image charge is equal 
and opposite in magnitude and lies just beneath the surface. 

Now that the image charge has been found, we can return to the original 
problem of a charge q outside a grounded conducting sphere and consider 
various effects. The actual charge density induced on the surface of the 
sphere can be calculated from the normal derivative of <I> at the surface: 

1 o<I> q (a) ( 1 - ~) 
(J = - 41r ax x=a = - 41ra2 y ( a2 a )¾ 

1 + - - 2-cos y 
y2 y 

(2.5) 

where y is the angle between x and y. This charge density in units of 
-q/41ra2 is shown plotted in Fig. 2.3 as a function of y for two values of 
y/a. The concentration of charge in the direction of the point charge q is 
evident, especially for y/a = 2. It is easy to show by direct integration 
that the total induced charge on the sphere is equal to the magnitude of the 
image charge, as it must according to Gauss's law. 

Fig. 2.3 Surface-charge density a 
induced on the grounded sphere 
of radius a due to the presence 
of a point charge q located a dis­
tance y away from the center of 
the sphere. <1 is plotted in units of 
-q/4rra1 as function of the angular 
position -y away from the radius 

to the charge for y = 2a, 4a. 

t 2 

1 

11" 
~ ,._ 
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dF = 21ru2 da 

---------eq 

Fig. 2.4 

The force acting on the charge q can be calculated in different ways. 
One (the easiest) way is to write down immediately the force between the 
charge q and the image charge q'. The distance between them is y - y' = 
y(l - a2/ y2). Hence the attractive force, according to Coulomb's law, is: 

q2 (a)a ( a2)-2 IF[=- - 1- -
a2 y y2 

(2.6) 

For large separations the force is an inverse cube law, but close to the 
sphere it is proportional to the inverse square of the distance away from 
the surface of the sphere. 

The alternative method for obtaining the force is to calculate the total 
force acting on the surface of the sphere. The force on each element of 
area da is 27Ta2 da, where O' is given by (2.5), as indicated in Fig. 2.4. But 
from symmetry it is clear that only the component parallel to the radius 
vector from the center of the sphere to q contributes to the total force. 
Hence the total force acting on the sphere (equal and opposite to the force 
acting on q) is given by the integral: 

2 ( )2( 2)2f IF[= _q_ ~ 1 - ~ cosy dD. 
81ra2 y '112 (1 + a2 - 2a cos y)a 

y2 y 

(2.7) 

Integration immediately yields (2.6). 
The whole discussion has been based on the understanding that the 

point charge q is outside the sphere. Actually, the results apply equally for 
the charge q inside the sphere. The only change neces_sary is in the surface­
charge density (2.5), where the normal derivative out of the conductor is 
now radially inwards, implying a change in sign. The reader may transcribe 
all the formulas, remembering that now y < a. The angu]ar distributions 
of surface charge are similar to those of Fig. 2.3, but the total induced 
surface charge is evidently equal to -q, independent of y. 
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2.3 Point Charge in the Presence of a Charged, Insulated, 
Conducting Sphere 

31 

In the previous section we considered the problem of a point charge q 
near a grounded sphere and saw that a surface-charge density was induced 
on the sphere. This charge was of total amount q' = -aq/y, and was 
distributed over the surface in such a way as to be in equilibrium under all 
forces acting. 

If we wish to consider the problem of an insulated conducting sphere 
with total charge Q in the presence of a point charge q, we can build up 
the solution for the potential by linear superposition. In an operational 
sense, we can imagine that we start with the grounded conducting sphere 
(with its charge q' distributed over its surface). We then disconnect the 
ground wire and add to the sphere an amount of charge ( Q - q'). This 
brings the total charge on the sphere up to Q. To find the potential we 
merely note that the added charge (Q - q') will distribute itself uniformly 
over the surface, since the electrostatic forces due to the point charge q are 
already balanced by the charge q'. Hence the potential due to the added 
charge (Q - q') will be the same as if a point charge of that magnitude 
were at the origin, at least for points outside the sphere. 

The potential is the superposition of (2.1) and the potential of a point 
charge ( Q - q') at the origin: 

a 
Q +-q 

<l>(x) = q - aq + y 
Ix - YI ~ 2 lxl yx- -y 

y2 

(2.8) 

The force acting on the charge q can be written down directly from 
Coulomb's law. It is directed along the radius vector to q and has the 
magnitude: 

(2.9) 

In the limit of y ► a, the force reduces to the usual Coulomb's law for two 
small charged bodies. But close to the sphere the force is modified because 
of the induced charge distribution on the surface of the sphere. Figure 2.5 
shows the force as a function of distance for various ratios of Q/q. The 
force is expressed in units of q2/y2 ; positive (negative) values correspond 
to a repulsion (attraction). If the sphere is charged oppositely to q, or is 
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Fig. 2.S The force on a point charge q due to an insulated, conducting sphere of radius 
a carrying a total charge Q. Positive values mean a repulsion, negative an attraction. 
The asymptotic dependence of the force has been divided out. Fy2/q2 is plotted versus 
y/a for Q/q = -1,0, 1, 3. Regardless of the value of Q, the force is always attractive 

at close distances because of the indueed surface charge. 

uncharged, the force is attractive at all distances. Even if the charge Q is 
the same sign as q, however, the force becomes attractive at very close 
distances. In the limit of Q ► q, the point of zero force (unstable equili-
brium point) is very close to the sphere, namely, at y ~ a(l + ½V q/ Q). 
Note that the asymptotic value of the force is attained as soon as the charge 
q is more than a few radii away from the sphere. 

This example exhibits a general property which explains why an excess 
of charge on the surface does not immediately leave the surface because of 
mutual repulsion of the individual charges. As soon as an element of 
charge is removed from the surface, the image force tends to attract it 
back. If sufficient work is done, of course, charge can be removed from 
the surface to infinity. The work function of a metal is in large part just 
the work done against the attractive image force in order to remove an 
electron from the surface. 
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2.4 Point Charge near a Conducting Sphere at Fixed Potential 

Another problem which can be discussed easily is that of a point charge 
near a conducting sphere held at a fixed potential V. The potential is the 
same as for the charged sphere, except that the charge ( Q - q') at the 
center is replaced by a charge (Va). This can be seen from (2.8), since at 
[x[ = a the first two terms cancel and the last term will be equal to Vas 
required. Thus the potential is 

<I>(x) = q 
[x-y[ 

aq Va _l __ a_2 _ + -[xi 
yx--y 

y2 

The force on the charge q due to the sphere at fixed potential is 

F = !L[va - qaif ]Y 
y2 (y2 _ a2)2 y 

(2.10) 

(2.11) 

For corresponding values of Va/q and Q/q this force is very similar to that 
of the charged sphere, shown in Fig. 2.5, although the approach to 
the asymptotic value (Vaq/y2) is more gradual. For Va ► q, the unstable 
equilibrium point has the equivalent location y ,...._, a(l + ½V q/ Va). 

2.5 Conducting Sphere in a Uniform Electric Field by Method 
of Images 

As a final example of the method of images we consider a conducting 
sphere of radius a in a uniform electric field £ 0 . A uniform field can be 
thought of as being produced by appropriate positive and negative charges 
at infinity. For example, if there are two charges ± Q, located at positions 
z = =FR, as shown in Fig. 2.6a, then in a region near the origin whose 
dimensions are very small compared to R there is an approximately 
constant electric field £0 ,...._, 2Q/ R2 parallel to the z axis. In the limit as 
R, Q ~ co, with Q/ R2 constant, this approximation becomes exact. 

If now a conducting sphere of radius a is placed· at the origin, the 
potential will be that due to the charges ± Q at =FR and their images 
=f-Qa/ Ratz = -=t=a2/R: 

$= Q Q 
(r2 + R 2 + 2rR cos 0)½ (r2 + R2 - 2rR cos 0)½ 

aQ aQ 

( 
• 1L + ( J½ a4 2a2r )"l! a4 2a2r 

R r2 + - + -- cos () R r2 + - - -- cos fJ 
R2 R R2 R 

(2.12) 
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Fig. 2.6 Conducting sphere in a uniform electric field by the method of images. 

where <I> has been expressed in terms of the spherical coordinates of the 
observation point. In the first two terms R is much larger than r by 
assumption. Hence we can expand the radicals after factoring out R2. 
Similarly, in the third and fourth terms, we can factor out r2 and then 
expand. The result is: 

<I> = [- 2Q r cos (j + 2Q a3 cos o] + ... 
R2 R2 r2 (2.13) 

where the omitted terms vanish in the limit R---+ oo. In that limit 2Q/R2 

becomes the applied uniform field, so that the potential is 

<I> = -E0(r - ~) cos 0 (2.14) 

The first term ( -Er,Z) is, of course, just the potential of a uniform field £ 0 

which could have been written down directly instead of the first two terms 
in (2.12). The second is the potential due to the induced surface charge 
density or, equivalently, the image charges. Note that the image charges 
form a dipole of strength D = Qa/R x 2a2

/ R = E
0
a 3

• The induced 
surf ace-charge density is 

1 a<1> 3 
a = - - - = - E0 cos () 

47T dr r=a 4w 
(2.15) 
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We note that the surface integral of this charge density vanishes, so that 
there is no difference between a grounded and an insulated sphere. 

2.6 Method of Inversion 

The method of images for a sphere and related topics discussed in the 
previous sections suggest that there is some sort of equivalence of solutions 
of potential problems under the reciprocal radius transformation, 

a2 
r---+ r' = -

r 
(2.16) 

This equivalence forms the basis of the method of inversion, and trans­
formation (2.16) is called inversion in a sphere. The radius of the sphere is 
called the radius of inversion, and the center of the sphere, the center of 
inversion. The mathematical equivalence is contained in the foJlowing 
theorem: 

Let <I>(r, 0, </,) be the potential due to a set of point charges qi at the 
points (ri, ()i, <pi). Then the potential 

(2.17) 

is the potential due to charges, 

(2.18) 

located at the points (a2/ri, ()i, <pi). 

The proof of the theorem is as follows. The potential <l>(r, 0, cf>) can be 
written as 

where 'Yi is the angle between the radius vectors x and xi. Under trans­
formation (2.16) the angles remain unchanged. Consequently the new 
potential <I>' is 

¢'(r' 0, </>) = ~ _2 --,====q=i==== 
r i a4 2 2a2 - + ri - - ri cos y, 

r 2 r 
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p 

Fig. 2.7 

By factoring (r?/r2) out of the square root, this can be written 

This proves the theorem. 
Figure 2. 7 shows a simple configuration of charges before and after 

inversion. The potential <I>' at the point P due to the inverted distribution 
of charge is related by (2.17) to the original potential <I> at the point P' in 
the figure. 

The inversion theorem has been stated and proved with discrete charges. 
It is left as an exercise for the reader to show that, if the potential <I> 
satisfies Poisson's equation, 

y'2<1> = -41rp 

the new potential <I>' (2.17) also satisfies Poisson's equation, 

(2.19) 

where the new charge density is given by 

(2.20) 

The connection between this transformation law for charge densities and 
the law (2.18) for point charges can be established by considering the 
charge density as a sum of delta functions: 

p(x) = I qiocx - x,) 
i 



[Sect. 2.6] Boundary-Value Problems in Electrostatics: I 37 

In terms of spherical coordinates centered at the center of inversion the 
charge density can be written 

p(r, 0, cf,) = 2 qi<5(0 - Qi)~ o(r - r;,) 
i ri 

where J(Q - Qi) is the angular delta function whose integral over solid 
angle gives unity, and ()(r - ri) is the radial delta function.* Under 
inversion the angular factor is unchanged. Consequently we have 

p(a2
, 0, cf,) = 2 qib(Q - .Qi) \ 6(a2 

- ri) 
r i ri r 

The radial delta function can be transformed according to rule 5 at the 
end of Section 1.2 as 

Then 

( a2) () r - -

( a2 ) ""' a6 r-
r . ~ a 

i -

p - , 0, cf, = ~ qit}(Q - ni) s (' 2)2 i 

ri 

and the inverted charge density (2.20) becomes 

where x/ = (a2/ri, 0, cf,) and q/ = (a/ri)q1• as required by (2.18). 
With the transformation laws for charges and volume-charge densities 

given by (2.18) and (2.20), it will not come as a great surprise that the 
transformation of suiface-charge densities is according to 

(2.21) 

Before treating any examples of inversion there are one or two physical 
and geometrical points which need discussion. First, in regard to the 
physical points, if the original potential problem is one where there are 
conducting surfaces at fixed potentials, the inverted problem will not in 
general involve the inversions of those surfaces held at fixed potentials. 
This is evident from (2.17), where the factor a/r shows that even if¢ is 
constant on the original surface the potential <I>' on the inverted surface is 

* The factor ri- 2 multiplying the radial delta function is present to cancel out the r2 
which appears in the volume element d3x = r2 dr dO.. 
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Fig. 2.8 Geometry of inversion. 
Center of inversion is at 0. Radius 
of inversion is a. The inversion of 
the surface S is the surface S', and 

vice versa. 

not. The only exception occurs when <I) vanishes on some surface. Then 
<I>' also vanishes on the inverted surface. 

One might think that, since <D is arbitrary to the extent of an additive 
constant, we could make any surface in the original problem have zero 
potential and so also be at zero potential in the inverted problem. This 
brings us to the second physical point. The inverted potentials corre­
sponding to two potential problems differing only by an added constant 
potential <1>0 represent physically different charge configurations, namely, 
charge distributions which differ by a point charge a¢0 located at the center 
of inversion. This can be seen from (2.17), where a constant term Cl>0 in <D 
is transformed into (a<D0/r). Consequently care must be taken in applying 
the method of inversion to remember that the mapping of the point at 
infinity into the origin may introduce point charges there. If these are not 
wanted, they must be separately removed by suitable linear superposition. 

The geometrical considerations involve only some elementary points 
which can be proved very simply. The notation is shown in Fig. 2.8. Let 
0 be the center of inversion, and a the radius of inversion. The inter­
section of the sphere of inversion and the plane of the paper is shown as 
the dotted circle. A surface S intersects the page with the curve AB. The 
inverted surface S', obtained by transformation (2.16), intersects the page 
in the curve A' B'. The following facts are stated without proof: 

(a) Angles of intersection are not altered by inversion. 
(b) An element of area da on the surface S is related to an element of 

area da' on the inverted surface S' by da/da' = r2/r'2• 

(c) The inverse of a sphere is always another sphere [perhaps of infinite 
radius; see (d)]. 

(d) The inverse of any plane is a sphere which passes through the center 
of inversion, and conversely. 

Figure 2.9 illustrates the possibilities involved in (c) and (d) when the 
center of inversion lies outside, on the surface of, or inside the sphere. 
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As a very simple example of the solution of a potential problem by 
inversion we consider an isolated conducting sphere of radius R with a 
total charge Q on it. The potential has the constant value Q/ R inside the 
sphere and falls off inversely with distance away from the center for points 
outside the sphere. By a suitable choice of center of inversion and 
associated parameters we can obtain the potential due to a point charge q 
a distanced away from an infinite, grounded, conducting plane. Evidently, 
if the center of inversion O is chosen to lie on the surface of the sphere of 
radius R, the sphere will invert into a plane. This geometric situation is 
shown in Fig. 2.10. Furthermore, if we choose the arbitrary additive 
constant potential <1>0 to have the value - Q/ R, the sphere and its inversion, 
the plane, will be at zero potential, while a point charge -aQ/R will appear 
at the center of inversion. In order that we end up with a point charge q a 
distance d away from the plane it is necessary to choose the radius of 
inversion to be a = (2Rd)½ and the initial charge, Q = -(R/2df2q. The 
surface-charge density induced on the plane can be found easily from (2.21). 
Since the charge density on the sphere is uniform over its surface, the 
induced charge density on the plane varies inversely as the cube of the 
distance away from the origin (as can be verified from the image solution; 
see Problem 2.1). 

If the center of inversion is chosen to lie outside the isolated uniformly 
charged sphere, it is clear from Fig. 2.9 that the inverted problem can be 

/ 
/ ,_~-~..... / S' 

,,, V 

I / \ 

/ 
/ 
C' 

/ s()"'\ 
I O A BI B' 
\ '- I 
\ D I 
\ '\. I 

\. ,.,, 
, ...... _____ ,.,.' 

' '- D' 

' ' 

~ig. 2.9 Various possibilities for the inversion of a sphere. If the center of inversion 0 
hes on the surface S of the sphere, the inverted surface S' is a plane; otherwise it is 

another sphere. The sphere of inversion is shown dotted. 
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Fig. 2.10 Potential due to isolated, charged, 
conducting sphere of radius R is inverted to give 
the potential of a point charge a distance d 
away from an infinite, flat, conducting surface. 

made that of a point charge near a grounded conducting sphere, handled 
by images in Section 2.2. The explicit verification of this is left to Problem 
2.9. 

A very interesting use of inversion was made by Lord Kelvin in 1847. 
He calculated the charge densities on the inner and outer surfaces of a thin, 
charged, conducting bowl made from a sphere with a cap cut out ofit. The 
potential distribution which he inverted was that of a thin, flat, charged, 
circular disc (the charged disc is discussed in Section 3.12). As the shape 
of the bowl is varied from a shallow watch glass-like shape to an almost 
closed sphere, the charge densities go from those of the disc to those of a 
closed sphere, in the one limit being almost the same inside and out, but 
concentrated at the edges of the bowl, and in the other limit being almost 
zero on the inner surface and uniform over the outer surface. Numerical 
values are given in Kelvin's collected papers, p. 186, and in Jeans, pp. 
250-251. 

2.7 Green's Function for the Sphere; General Solution 
for the Potential 

ln preceding sections the problem of a conducting sphere in the presence 
of a point charge has been discussed by the method of images. As was 
mentioned in Section 1.10, the potential due to a unit charge and its image 
(or images), chosen to satisfy homogeneous boundary conditions, is just 
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the Green's function (1.43 or 1.45) appropriate for Dirichlet or Neumann 
boundary conditions. In G(x, x') the variable x' refers to the location P' 
of the unit charge, while the variable xis the point Pat which the potential 
is being evaluated. These coordinates and the sphere are shown in Fig. 
2.11. For Dirichlet boundary conditions on the sphere of radius a the 
potential due to a unit charge and its image is given by (2.1) with q = I 
and relations (2.4). Transforming variables appropriately, we obtain the 
Green's function: 

1 
G(x, x') = ---

f x - x'I 

a 
a2 

x' x - -x' 
x'2 

(2.22) 

In terms of spherical coordinates this can be written: 

G(x, x') = 1 
1 , 

(x2 + x'2 - 2xx' cos yf2 

1 

( ~:'2 + a' - 2xx' cos yr 

(2.23) 

where y is the angle between x and x'. The symmetry in the variables x 
and x' is obvious in the form (2.23), as is the condition that G = 0 if either x 
or x' is on the surface of the sphere. 

z 

p 

y 

X 

Fig. 2.11 
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For solution (1.44) of Poisson's equation we need not only G, but also 
'aG/on'. Remembering that n' is the unit normal outwards from the 
volume of interest, i.e., inwards along x' toward the origin, we have 

(xz - a2) 
= - --------------,,-

on' a:'==a a(x2 + a2 - 2ax cosy)¾ 

oG 
(2.24) 

[Note that this is essentially the induced surface-charge density (2.5).] 
Hence the solution of Laplace's equation outside a sphere with the potential 
specified on its surface is, according to (1.44), 

(J)(x) = l._ f<l>(a, ()', cf,') a(x2 - a2) a dO.' 
4rr (x2 + a2 - 2ax cos yfA. 

(2.25) 

where dO.' is the element of solid angle at the point (a, ()', ef,') and cos y = 
cos () cos ()' + sin 0 sin 01 cos (cf, - cf,'). For the interior problem, the 
normal derivative is radially outwards, so that the sign of oG/on' is opposite 
to (2.24). This is equivalent to replacing the factor (x2 - a2) by (a2 - x2) 

in (2.25). For a prob]em with a charge distribution, we must add to (2.25) 
the appropriate integral in (1.44), with the Green's function (2.23). 

2.8 Conducting Sphere with Hemispheres at Different Potentials 

As an example of general solution for the potential outside a sphere 
with prescribed values of potential on its surface, we consider the con­
ducting sphere of radius a made up of two hemispheres separated by a small 
insulating ring. The hemispheres are kept at different potentials. Jt will 
suffice to consider the potentials as ± V, since arbitrary potentials can be 
handled by superposition of the solution for a sphere at fixed potential 
over its whole surface. The insulating ring lies in the z = 0 plane, as 
shown in Fig. 2.12, with the upper (lower) hemisphere at potential + V 
(-V). 

z 

-v 

Fig. 2.12 
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From (2.25) the solution for <l>(x, 0, cf,) is given by the integral: 

V i2
ir {J:1 Jo ) a(x2 a2) <D(x, 0, </>) = - def,' d(cos 0') - d(cos 0') 2 2 - % 

4rr o o -1 (a + x - 2ax cosy) 
(2.26) 

By a suitable change of variables in the second integral (0' -. 1r - (}', 

cf,' - </>' + 1r), this can be cast in the form: 

Va(x2 - a2) i2ir 11 s <I>(x, 0, ¢,)=-a.....---'- d</>' d(cos 0')[(a2 + x2 - 2axcos y)-½ 
41r O 0 

- (a2 + x2 + 2axcos y)-½] (2.27) 

Because of the complicated dependence of cosy on the angles (O', cf,') and 
(0, ¢,), equation (2.27) cannot in general be integrated in closed form. 

As a special case we consider the potential on the positive z axis. Then 
cos y = cos 0' since () = 0. The integration is elementary, and the 
potential can be shown to be 

<l>(z) = V [1 - (z2 - a2) ] (2.28) 
z✓z2 + a2 

At z = a, this reduces to <I> = Vas required, while at large distances it 
goes asymptotically as <I> ~ 3 Va2/2z,2• 

In the absence of a closed expression for the integrals in (2.27), we can 
expand the denominator in power series and integrate term by term. 
Factoring out (a2 + x2) from each denominator, we obtain 

Va(x2 - a2) L2ir 11 a <V(x, 0, cf,)= 2 2 3 , def,' d(cos0')[(1- 2a.cosy)-% 
41r(x + a )72 o o 

- (1 + 2e<cosy)-%] (2.29) 

where oc = ax/(a2 + x2). We observe that in the expansion of the radicals 
only odd powers of oc co~ y will appear: 

[(1 - 2oc cosy)-½ - (l + 2cx cosy)-½] = 6oc cosy + 35oc3 cos3 y + · · · 
(2.30) 

It is now necessary to integrate odd powers of cosy over def,' d(cos O'): 

i2ir (1 

0 
d</,' Jo d(cos 0') cosy = 1T' cos 0 

J:2ir il 71' 
def,' d(cos 0') cos3 y = - cos 0(3 - cos2 0) 

0 0 4 

(2.31) 
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If (2.30) and (2.31) are inserted into (2.29), the potential becomes 

3 V a2 (x3(x2 - a2)) <l>(x, 0, </>) = - 2- 2 2 % cos (J 
2x (x +a) 

[ 35 a2x2 ] x 1 + - ----(3 - cos2 0) + · · · 
24 (a2 + x2) 2 

(2.32) 

We note that only odd powers of cos 0 appear, as required by the symmetry 
of the problem. If the expansion parameter is (a2/x2), rather than !X2, the 
series takes on the form: 

<l>(x,0, cp) = 3~~2[cosO- t;:2 (icos3 0- ~cos0) + • • ·] (2.33) 

For large values of x/a this expansion converges rapidly and so is a useful 
representation for the potential. Even for x/a = 5, the second term in the 
series is only of the order of 2 per cent. It is easily verified that, for 
cos 0 = 1, expression (2.33) agrees with the expansion of (2.28) for the 
potential on the axis. [The particular choice of angular factors in (2.33) is 
dictated by the definitions of the Legendre polynomials. The two factors 
are, in fact, Pi(cos 0) and Pa(cos 0), and the expansion of the potential is 
one in Legendre polynomials of odd order. We shall establish this in a 
systematic fashion in Section 3.3.] 

2.9 Orthogonal Functions and Expansions 

The representation of solutions of potential problems ( or any mathe­
matical physics problem) by expansions in orthogonal functions forms a 
powerful technique that can be used in a large class of problems. The 
particular orthogonal set chosen depends on the symmetries or near 
symmetries involved. To recall the general properties of orthogonal 
functions and expansions in terms of them, we consider an interval (a, b) 
in a variable ~ with a set of real or complex functions U ,,l~), n = 1, 2, ... , 
orthogonal on the interval (a~ b). The orthogonality condition on the 
functions Un(~) is expressed by 

f.b Un *(;)Um(;) d; = 0, m =I= n (2.34) 

If n = m, the integral is finite. We assume that the functions are normal­
ized so that the integral is unity. Then the functions are said to be 
orthonormal, and they satisfy 

f.b Un '''(~)Um(~) d~ = dnm (2.35) 



[Sect. 2.9] Boundary- Value Problems in Electrostatics: I 45 

An arbitrary functionf(~), square integrable on the interval (a, b), can 
be expanded in a series of the orthonormal functions Un(;). If the num her 
of terms in the series is finite (say N), 

N 

Ja) f----', 2 anUn(~) (2.36) 
n=l 

then we can ask for the "best" choice of coefficients an so that we get the 
"best" representation of the function f(~). If "best" is defined as mini­
mizing the mean square error M~,T : 

MN = f.b f(~) - nitnu nC~)l
2 

d~ (2.37) 

it is easy to show that the coefficients are given by 

an = f.b Un*(;) f(fl d~ (2.38) 

where the orthonormality condition (2.35) has been used. This is the 
standard result for the coefficients in an orthonormal function expansion. 

If the number of terms Nin series (2.36) is taken larger and larger, we 
intuitively expect that our series representation off(~) is Hbetter" and 
"better." Our intuition will be correct provided the set of orthonormal 
functions is complete, completeness being defined by the requirement that 
there exist a finite number N0 such that for N > N0 the mean square error 
MN can be made smaller than any arbitrarily small positive quantity. Then 
the series representation 

(2.39) 

with a11 given by (2.38) is said to converge in the mean to/(;). Physicists 
generally leave the difficult job of proving completeness of a given set of 
functions to the mathematicians. All orthonormal sets of functions 
normally occurring in mathematical physics have been proved to be 
complete. 

Series (2. 39) can be rewritten with the explicit form (2.38) for the 
coefficients an: 

(2.40) 

Since this represents any function J(t) on the interval (a, b), it is clear that 
the sum of bilinear terms Un*( t) U nC ~) must exist only in the neighborhood 
of ,;' = ; . In fact, it must be true that 

00 

I Un*(r)Un(;) = o(t - t) (2.41) 
n=l 
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This is the so-called completeness or closure relation. It is analogous to the 
orthonormality condition (2.35), except that the roles of the continuous 
variable~ and the discrete index n have been interchanged. 

The most famous orthogonal functions are the sines and cosines, an 
expansion in terms of them being a Fourier series. If the interval in xis 
( - a/2, a/2), the orthonormal functions are 

A sin ( 

2
":x), A cos ( 

2":~ 

where m is an integer. The series equivalent to (2.39) is customarily 
written in the form: 

~ [ (21rmx) • (21rmx)J f(x) = ½A0 + L Am cos -- + Bm sm -- (2.42) 
m=l a a 

where 

2 Ja/2 (217mx) Am= - .f(x) cos -- dx 
a -a/2 a 

Bm = ~ Ja/
2 f(x) sin ( 21TmX) dx 

a -a/2 a 

(2.43) 

If the interval spanned by the orthonormal set has more than one 
dimension, formulas (2.34)-(2.39) have obvious generalizations. Suppose 
that the space is two dimensional, and that the variable ~ ranges over the 
interval (a, b) while the variable 'Y/ has the interval (c, d). The orthonormal 
functions in each dimension are Un(~) and Vm('YJ). Then the expansion of 
an arbitrary function/(~, 7/) is 

/(~, 1/) = L L llnmUnC~)Vm(1J) (2.44) 
n m 

where 

(2.45) 

If the interval (a, b) becomes infinite, the set of orthogonal functions 
U,,.(~) may become a continuum of functions, rather than a denumerable 
set. Then the Kronecker delta symbol in (2.35) becomes a Dirac delta 
function. An important example is the Fourier integral. Start with the 
orthonormal set of complex exponentials, 

U m(x) = ,.fo ••(Z,=/•l (2.46) 

m = 0, ± 1, ±2, ... , on the interval ( -a/2, a/2), with the expansion: 

(2.47) 
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where 
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1 fa/2 Am = -= e-i(2,nnx'Ju) f(x') dx' 

.Ja -a/2 

47 

(2.48) 

Then let the interval become infinite (a----+ co), at the same time trans­
forming 

2-f"° dm = .!:_ f00 
dk 

-oo 21r -co m 

Am----+ fo- A(k) 
a 

The resulting expansion, equivalent to (2.47), is 

where 

f ( x) = l f 00 A(k)e1b dk 
..j2Tr -a, 

1 Jco . A(k) =--;= e-ikx f(x) dx 

✓ 2Tr -oo 

The orthogonality condition is 

_!_ f 00 ei(k-k');e dx = o(k - k') 
2Tr - 00 

while the completeness relation is 

_!_ f 00 eik(:r-x') dk = d(x - x') 
21r - co 

(2.49) 

(2.50) 

(2.51) 

(2.52) 

(2.53) 

These last integrals serve as convenient representations of a delta function. 
We note in (2.50)-(2.53) the complete equivalence of the two continuous 
variables x and k. 

2.10 Separation of Variables; Laplace's Equation 
in Rectangular Coordinates 

The partial differential equations of mathematical physics are often 
solved conveniently by a method called separation of variables. In the 
process, one often generates orthogonal sets of functions which are useful 
in their own right. Equations involving the three-dimensional Laplacian 
operator are known to be separable in eleven different coordinate systems 
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(see Morse and Feshbach, pp. 509, 655). We will discuss only three of these 
in any detail-rectangular, spherical, and cylindrical-and will begin with 
the simplest, rectangular coordinates. • 

Laplace's equation in rectangular coordinates is 

a2<1> + a2<I> + a2<I> = o 
ax2 oy2 oz2 

(2.54) 

A solution of this partial differential equation can be found in terms of 
three ordinary differential equations, all of the same form, by the assumption 
that the potential can be represented by a product of three functions, one 
for each coordinate: 

<I>(x, y, z) = X(x) Y(y)Z(z) (2.55) 

Substitution into (2.54) and division of the result by (2.55) yields 

1 d2X 1 d2Y 1 d2Z --+--+--=0 (2.56) 
X(x) dx2 Y(y) dy2 Z(z) dz2 

where total derivatives have replaced partial derivatives, since each term 
involves a function of one variable only. If (2.56) is to hold for arbitrary 
values of the independent coordinates, each of the three terms must be 
separately constant: 

where 

1 a2x 
-- = -oc2 
X dx2 

l_ d2Y = -{32 

Yd'!/' 

1 d2Z 2 --=y 
Z dz2 

(2.57) 

If we arbitrarily choose oc2 and p2 to be positive, then the solutions of the 
three ordinary differential equations (2.57) are exp (±iocx); exp (±i{Jy), 

exp (±V oc2 + /J2z). The potential (2.55) can thus be built up from the 
product solutions: 

(2.58) 

At this stage oc and {J are completely arbitrary. Consequently (2.58), by 
linear superposition, represents a very large class of solutions to Laplace's 
equation. 

To determine oc and {J it is necessary to impose specific boundary 
conditions on the potential. As an example, consider a rectangular box, 
located as shown in Fig. 2.13, with dimensions (a, b, c) in the (x, y, z) 
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Fig. 2.13 Hollow, rectangular 
box with five sides at zero 
potential, while the sixth (z = c) 
bas the specified potential <I) = 

V(x, y). 

z 

7 
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directions. All surfaces of the box are kept at zero potential, except the 
surface z = c, which is at a potential V(x, y). It is required to find the 
potential everywhere inside the box. Starting with the requirement that 
cf>= 0 for x = 0, y = 0, z = 0, it is easy to see that the required forms of 
X, Y, Z are 

X = sin ocx 

Y = sin {Jy 

Z = sinh (V oc2 + f32z) 
} (2.59) 

In order that <I> = 0 at x = a and y = b, it is necessary that oca = mr and 
{Jb = m1r. With the definitions, 

f3 - m1r 
m-

b 
(2.60) 

We can write the partial potential <l>nm; satisfying all the boundary 
conditions except one, 

(2.61) 

The potential can be expanded in terms of these (f> nm with initially arbitrary 
coefficients (to be chosen to satisfy the final boundary condition): 

00 

<l>(x, y, z) = .2 Anm sin (ocnx) sin (µmy) sinh (Ynmz) (2.62) 
n,m=l 
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There remains only the boundary condition <I> = V(x, y) at z = c: 
(X) 

V(x, y) = ! Anm sin (~nx) sin (PmY) sinh (ynmc) (2.63) 
n,m=l 

This is just a double Fourier series for the function V(x, y). Consequently 
the coefficients Anm are given by: 

A11m = . 4 fadx (1>dyV(x, y) sin (oc11x) sin (/JmY) (2.64) 
ab smh (y11mc) Jo Jo 

If the rectangular box has potentials different from zero on all six sides, 
the required solution for the potential inside the box can be obtained by a 
linear superposition of six solutions, one for each side, equivalent to (2.62) 
and (2.64). The problem of the solution of Poisson's equation, i.e., the 
potential inside the box with a charge distribution inside, as well as 
prescribed boundary conditions on the surface, requires the construction of 
the appropriate Green's function, according to (1.43) and (1.44). Discus­
sion of this topic will be deferred until we have treated Laplace's equation 
in spherical and cylindrical coordinates. For the moment, we merely note 
that solution (2.62) and (2.64) is equivalent to the surface integral in the 
Green's function solution {1.44). 
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PROBLEMS 

2.1 A point charge q is brought to a position a distance d away from an infinite 
plane conductor held at zero potential. Using the method of images, find: 

(a) the surface-charge density induced on the plane, and plot it; 
(b) the force between the plane and the charge by using Coulomb's law 

for the force between the charge and its image; 
(c) the total force acting on the plane by integrating 211a2 over the whole 

plane; 
(d) the work necessary to remove the charge q from its position to 

infinity; 
(e) the potential energy between the charge q and its image [compare the 

answer to (d) and discuss]. 
(f) Find answer (d) in electron volts for an electron originally one 

angstrom from the surface. 

2.2 Using the method of images, discuss the problem of a point charge q 
inside a hollow, grounded, conducting sphere of inner radius a. Find 

(a) the potential inside the sphere; 
(b) the induced surface-charge density; 
(c) the magnitude and direction of the force acting on q. 

Is there any change in the solution if the sphere is kept at a fixed potential 
V? If the sphere has a total charge Q on it? 

2.3 Two infinite, grounded, conducting planes are located at x = a/2 and 
x = -a/2. A point charge q is placed between the planes at the point 
(x', y', z'), where -(a/2) < x' < (a/2). 

(a) Find the location and magnitude of all the image charges needed to 
satisfy the boundary conditions on the potential, and write down the 
Green's function G(x, x'). 

(b) If the charge q is at (x', 0, 0), find the surface-charge densities 
induced on each conducting plane and show that the sum of induced 
charge on the two planes is -q. 

2.4 Consider a potential problem in the half-space defined by z > 0, with 
Dirichlet boundary conditions on the plane z = 0 (and at infinity). 

(a) Write down the appropriate Green's function G(x, x'). 
(b) If the potential on the plane z = 0 is specified to be <I> = V inside a 

circle of radius a centered at the origin, and ~ = 0 outside that circle, find 
an integral expression for the potential at the point P specified in terms of 
cylindrical coordinates (p, rf,, z). 

(c) Show that, along the axis of the circle (p = 0), the potential is given by 

<I> = V 1 - ---:======;: ( z • ) 
Va2 + z2 

(d) Show that at large distances (p2 + z2 ► a2) the potential can be 
expanded in a power series in (p2 + z2>-1, and that the leading terms are 

Va2 z r 3a2 5(3p2a2 + a4) ] 
cl> = 2 (p2 + z2)¾ L 1 - 4(p2 + z2) + 8(p2 + z2)2 + • • • 



52 Classical Electrodynamics 

Verify that the results of (c) and (d) are consistent with each other in their 
common range of validity. 

2.5 An insulated, spherical, conducting shell of radius a is in a uniform electric 
field £ 0• If the sphere is cut into two hemispheres by a plane perpendicular 
to the field, find the force required to prevent the hemispheres from separa• 
ting 

(a) if the shell is uncharged; 
(b) if the total charge on the shell is Q. 

2.6 A large parallel plate capacitor is made up of two plane conducting sheets, 
one of which has a small hemispherical boss of radius a on its inner surface. 
The conductor with the boss is kept at zero potential, and the other 
conductor is at a potential such that far from the boss the electric field 
between the plates is £ 0 . 

(a) Calculate the surface.charge densities at an arbitrary point on the 
pJane and on the boss, and sketch their behavior as a function of distance 
(or angle). 

(b) Show that the total charge on the boss has the magnitude 3E,p2/4. 
(c) If, instead of the other conducting sheet at a different potential, a 

point charge q is placed directly above the hemispherical boss at a distance 
d from its center, show that the charge induced on the boss is 

q' = -q[ 1 - d~:; :
2
a2] 

2.7 A line charge with linear charge density -r is placed paraUel to, and a distance 
R away from, the axis of a conducting cylinder of radius b held at fixed 
voltage such that the potential vanishes at infinity. Find 

(a) the magnitude and position of the image charge(s); 
(b) the potential at any point (expressed in polar coordinates with the 

line from the cylinder axis to the line charge as the x axis), including the 
asymptotic form far from the cylinder; 

(c) the induced surface.charge density, and plot it as a function of angle 
for R/b = 2, 4 in units of -r/27Tb; 

(d) the force on the charge. 
2.8 (a) Find the Green's function for the two•dimensionaJ potential problem 

with the potential specified on the surface of a cylinder of radius b, and 
show that the solution inside the cylinder is given by Poisson's integral: 

1 f2,,. b2 - 2 

ll'.l(r, 0) = 21r Jo ll'.l(h, 0') b2 + r2 - 2hr ;os (0' - 0) dO' 

(b) Two halves of a long conducting cylinder of radius b are separated 
by a small gap, and are kept at different potentials V1 and V2. Show that 
the potential inside is given by 

( (J) _ V1 + V2 V1 - V2 _ 1 ( 2hr e) 
<I> r, - 2 +----"---tan b2 2 cos 

7T - r 

where (J is measured from a plane perpendicular to the plane through the 
gap. 

(c) Calculate the surface-charge density on each half of the cylinder. 
(d) What modification is necessary in (a) if the potential is desired in the 

region of space bounded by the cylinder and infinity? 
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2.9 (a) An isolated conducting sphere is raised to a potential V. Write down 
the (trivia]) solution for the electrostatic potential everywhere in space. 

(b) Apply the inversion theorem, choosing the center of inversion 
outside the conducting sphere. Show explicitly that the solution obtained 
for the potential is that of a grounded sphere in the presence of a point charge 
of magnitude - VR, where R is the inversion radius. 

(c) What is the physical situation described by the inverted solution jf 
the center of inversion li~s inside the conducting sphere? 

2.10 Knowing that the capacitance of a thin, fl.at, circular, conducting disc of 
radius a is (2/7T )a and that the surface-charge density on an isolated disc 
raised to a given potential is proportional to (a2 - r 2)-112, where r is the 
distance from the center of the disc, 

(a) show that by inversion the potential can be found for the problem 
of an infinite, grounded, conducting plane with a circular hole in it and a 
point charge lying anywhere in the opening; 

(b) show that, for a unit point charge at the center of the opening, the 
induced charge density on the plane is 

u(r0,1.)=- a 
,,.,., 22A12 2 11rvr -a 

(c) show that (a) and (b) are a special case of the general problem, 
obtained by inversion of the disc, of a grounded, conducting, spherical 
bowl under the influence of a point charge located on the cap which is the 
complement of the bowl. 

2.11 A hollow cube has conducting walls defined by six planes x = y = z = 0, 
and x = y = z = a. The walls z = 0 and z = a are held at a constant 
potential V. The other four sides are at zero potential. 

(a) Find the potential ct>(x, y, z) at any point inside the cube. 
(b) Evaluate the potential at the center of the cube numerically, accurate 

to three significant figures. How many terms in the series is it necessary to 
keep in order to attain this accuracy? Compare your numerical result 
with the average value of the potential on the walls. 

(c) Find the surface-charge density on the surface z = a. 



3 

Boundary-Value Problems 
in Electrostatics: II 

In this chapter the discussion of boundary-value problems is con­
tinued. Spherical and cylindrical geometries are first considered, and 
solutions of Laplace's equation are represented by expansions in series of 
the appropriate orthonormal functions. Only an outline is given of the 
solution of the various ordinary differential equations obtained from 
Laplace's equation by separation of variables, but an adequate summary of 
the properties of the different functions is presented. 

The problem of construction of Green's functions in terms of ortho­
normal functions arises naturally in the attempt to solve Poisson's equation 
in the various geometries. Explicit examples of Green's functions are 
obtained and applied to specific problems, and the equivalence of the 
various approaches to potential problems is discussed. 

3.1 Laplace's Equation in Spherical Coordinates 

In spherical coordinates (r, 0, cp), shown in Fig. 3.1, Laplace's equation 
can be written in the form: 

! ~ (r<l>) + 1 i_(sin (} o<P) + 1 02<1> = 0 (3.1) 
r or2 r2 sin O o0 ao r2 sin2 (} ocp2 

If a product form for the potential is assumed, then it can be written: 

<I) = U(r) P(O)Q(cp) (3.2) 
r 

54 
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When this is substituted into (3 .1 ), there results the equation: 

PQ d2U + UQ i.(sin 0 dP) + UP d2Q = 0 
dr2 r2 sin O d0 , d0 r2 sin2 0 d,f} 

If we multiply by r2 sin2 0/UPQ, we obtain: 

[ 1 d2U 1 d ( dP)] 1 d2Q r2 sin2 0 - - + --- - sin () - + - - = 0 
U dr2 r2 sin OP d0 d(} Q dcf,2 
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(3.3) 

The + dependence of the equation has now been isolated in the last term. 
Consequently that term must be a constant which we call ( -m2): 

(3.4) 

This has solutions 
Q = e±im<,i, (3.5) 

In order that Q be single valued, m must be an integer. By similar con­
siderations we find separate equations for P(O) and U(r): 

_l_ !!._(sin 0 dP) + [1(l + 1) - ~JP= 0 (3.6) 
~0~ ~ ~~0 

d2U - l(l + l) U = 0 (3.7) 
dr2 r2 

where /(/ + 1) is another real constant. 
From the form of the radial equation it is apparent that a single power 

of r (rather than a power series) will satisfy it. The solution is found to be: 

-U = ArZ+l + B,-z 

but / is as yet undetermined. 

(3.8) 
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3.2 Legendre EcJ.uation and Legendre Polynomials 

The () equation for P(O) is customarily expressed in terms of x = cos 0, 
instead of () itself. Then it takes the form: 

·.!!._ (c1 - x2) dP) + (10 + 1) - m2 )p = 0 
dx dx 1 - x2 

(3.9) 

This equation is called the generalized Legendre equation, and its solutions 
are the associated Legendre functions. Before considering (3.9) we will 
outline the solution by power series of the ordinary Legendre differential 
equation with m2 = O: 

.E._((l - x2) dP) + l(l + l)P = 0 
dx dx 

(3.10) 

The desired solution should be single valued, finite, and continuous on the 
interval -1 < x < 1 in order that it represents a physical potential. The 
solution will be assumed to be represented by a power series of the form: 

00 

P(x) = xi%! a1xi (3.11) 
:i=O 

where oc is a parameter to be determined. When this is substituted into 
(3.10), there results the series: 

0C 

! {(ri. + j)(ri. + j - l)a;xll+:i-2 

:i=O 

- [(oc + j)(oc + j + 1) - l(l + l)]a:i~+ 1} = 0 (3.12) 

In this expansion the coefficient of each power of x must vanish separately. 
For j = 0, I we find that 

if a0 -=I= 0, then oc(rx - 1) = 0 } 
(3.13) 

if a1 -::/= 0, then oc(rx + 1) = 0 

while for a general j value 

[ (oc + j)(oc + j + 1) - l(l + 1)] 
a;+2 = (oc + j + l)(oc + j + 2) a1 (3.14) 

A moment's thought shows that the two relations (3.13) are equivalent and 
that it is sufficient to choose either a0 or a1 different from zero, but not both. 
Making the former choice, we have :x = 0 or :x = 1. From (3.14) we see 
that the power series has only even powers of x( ~ = 0) or only odd 
powers of x(oc = I). 
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For either of the series oc = 0 or oc = 1 it is possible to prove the 
following properties: 

(a) the series converges for x2 < I, regardless of the value of l; 
(b) the series diverges at x = ± 1, unless it terminates. 

Since we want a solution that is finite at x = ± 1, as well as for x2 < 1, we 
demand that the series terminate. Since oc and j are positive integers or 
zero, the recurrence relation (3.14) will terminate only if l is zero or a 
positive integer. Even then only one of the two series converges at x = ± 1. 
If/ is even (odd), then only the <X. = 0 (ix = I) series terminates.* The 
polynomials in each case have xi as their highest power of x, the next 
highest beingx1- 2, and so on, down to :tJ(x)for /even(odd). By convention 
these polynomials are normalized to have the value unity at x = + 1 and 
are called the Legendre polynomials of order /, Pi(x). The first few 
Legendre polynomials are: 

P0(x) = 1 

Pi(x) = x 

Plx) = ½(3x2 - 1) 
P3(x) = l(5x3 ~ 3x) 

Plx) = l(35x4 - 30x2 + 3) 

(3.15) 

By manipulation of the power series solutions (3.11) and (3.14) it is 
possible to obtain a compact representation of the Legendre polynomials, 
known as Rodrigues' formula: 

Pi(x) = J.. ..E:.. (x2 - J)1 (3.16) 
211! dx1 

[This can be obtained by other, more elegant means, or by direct /-fold 
integration of the differential equation (3. I 0).] 

The Legendre polynomials form a complete orthogonal set of functions 
on the interval -1 < x s:;; 1. To prove the orthogonality we can appeal 
directly to the differential equation (3. JO) .. We write down the differential 
equation for P1(x), multiply by Pr(x), and then integrate over the interval: 

f1 P 1,(x)[.E._((t - x2) dPi) + l(l + 1)Pi(x)] dx = 0 
-1 dx dx 

(3.17) 

• For example, if l == 0 the ex == 1 series has a geneml coefficient a; = a0/j + 1 for 
/ = 0, 2, 4, .... Thus the series is a0(x + -j-x3 + ¼xJ + • • • .) This is just the power 

series expansion of a function Q0(x) == ½ ln ( 1 + x), which clearly diverges atx == ±1. 
1-x 

For each / value there is a similar function Qi(x) with logdl'ithms in it as the partner to 
the well-behaved polynomial solution. See Magnus and Oberhettinger, p. 59. 
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Integrating the first term by parts, we obtain 

J1 [ dP dP, ] (x2 - 1)-z _i + l(l + l)Pi,(x)Pz(x) dx = 0 
-1 dx dx 

(3.18) 

ff we now write down (3.18) with / and l' interchanged and subtract it from 
(3.18), the result is the orthogonality condition: 

[l([ + 1) - l'(l1 + 1)] J~
1
Pz,(x)Pi(x) dx = 0 (3.19) 

For /-;/= I', the integral must vanish. For I = l', the integral is finite. To 
determine its value it is necessary to use an explicit representation of the 
Legendre polynomials, e.g., Rodrigues' formula. Then the integral is 
explicitly: 

J1 [Pz(x)]2 dx = 1 J1 .!!:._ (x2 - 1)1 -~-\ (x2 - ll dx 
-1 22z(l!)2 -1 dxi dx 

Integration by parts/ times yields the result: 

J1 [Pi(x)]2 dx = (-l)z J1 (x2 - tY d2 z (x2 - 1Ydx 
-1 221(/ !)2 -1 dx2i 

The differentiation of (x2 - l)z 2/ times yields the constant (2/)!, so that 

J1 [Pi(x)J2 dx = (~l)! f 1 (1 - x2)i dx (3.20) 
-1 22 (/!)2 -I 

The remaining integral is easily shown to be 22 H-1 (1!)2 /(2/ + 1) ! 
sequently the orthogonality condition can be written: 

f 1 P1,(x)Pi(x) dx = 2 bn 
-1 21 + 1 

and the orthonormal functions in the sense of Section 2.9 are 

Con-

(3.21) 

(3.22) 

Since the Legendre polynomials form a complete set of orthogonal 
functions, any function f ( x) on the interval -1 < x < l can be expanded in 

I 
r 
I 
I 

-1 I 

+11------f 

0 

I 
I 
I 1 

-------1-l 

Fig. 3.2 
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terms of them. The Legendre series representation is: 
00 

f(x) = IAiPi(x) 
l=O 

where 
2[ + 1J1 

Ai= -- j(x)P.(x) dx 
2 -1 

As an example, consider the function shown in Fig. 3.2: 

f (x) = + I for x > 0 

= -1 for X < 0 
Then 

Ai= 21 ; I [i1
Pi(x) dx - f ~1Pl(x) dx] 
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(3.23) 

(3.24) 

Since Pi(x) is odd (even) about x = 0 if l is odd (even), only the odd l 
coefficients are different from zero. Thus, for / odd, 

(3.25) 

By means of Rodrigues' formula the integral can be evaluated, yielding 

Ai= (- ~r-1)12 (21 + l)(l ~ 2)!! (3.26) 

2 2([: 1)1 

where (2n + I)!! - (2n + 1)(2n - 1)(2n - 3) • • • X S X 3 X I. Thus the 
series for f (x) is: 

(3.27) 

Certain recurrence relations among Legendre polynomials of different 
order are useful in evaluating integrals, generating higher-order poly­
nomials from lower-order ones, etc. From Rodrigues' formula it is a 
straightforward matter to show that 

dPl+l - dPi-1 - (21 + l)Pi = 0 (3.28) 
dx dx 

This result, combined with differential equation (3.10), can be made to 
yield various recurrence formulas, some of which are: 

(l + 1)P1+1 - (21 + 1)xP1 + lPz-i = 0 

dPl+l - X dPi - (l + l)Pz = 0 
dx dx (3.29) 
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As an illustration of the use of these recurrence formulas consider the 
evaluation of the integral: 

11 = f~
1 

xPi(x)Pi,(x) dx (3.30) 

From the first of the recurrence formulas (3.29) we obtain an expression 
for xP(x). Therefore (3.30) becomes 

/ 1 = l J1 P1,(x)[(l + l)P1+i(x) + IP1_ 1(x)] dx 
21 + 1 -1 

The orthogonality integral (3.21) can now be employed to show that the 
integral vanishes unless l' = l ± I, and that, for those values, 

r 2(l + 1) L' = l + 1 

Jl (2[ + 1)(2[ + 3)' 
xPi(x)Pz-(x) dx = l (3.31) 

-1 2l l' = 1 - 1 
(21 - 1)(21 + 1) ' 

These are really the same result with the roles of land/' interchanged. In 
a similar manner it is easy to show that 

2(1 + 1)(/ + 2) 

f 1 (2/ + 1)(2/ + 3)(2[ + 5) ' 
x2Pi(x)Pr(x) dx = 

., -1 2(212 + 2! - 1) 

(21 - 1 )(21 + 1)(2l + 3)' 

l'=l+2 

(3.32) 

l' = l 

where it is assumed that /' > /. 

3.3 Boundaey-Value Problems with Azimuthal Symmetry 

From the form of the solution of Laplace's equation in spherical 
coordinates (3.2) it will be seen that, for a problem possessing azimuthal 
symmetry, m = 0 in (3.5). This means that the general solution for such 
a problem is: 

00 

<I>(r, 0) = I [A 1ri + B1r-(z+l>]Pi(cos 0) (3.33) 
z=o 

The coefficients Ai and BI can be determined from the boundary condi­
tions. Suppose that the potential is specified to be V(O) on the surface of a 
sphere of radius a, and it is required to find the potential inside the sphere. 
If there are no charges at the origin, the potential must be finite there. 
Consequently Bi = 0 for all/. The coefficients Ai are found by evaluating 
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(3.33) on the surface of the sphere: 

00 

V(0) = I Aia1Pi(cos 0) (3.34) 
z=o 

This is just a Legendre series of the form (3.23), so that the coefficients Ai 
are: 

21 + 1J1T • A1 = -- V(O)Pi(cos 0) sm 0 d0 
2al 0 

(3.35) 

If, for example, V(O) is that of Section 2.8, with two hemispheres at equal 
and opposite potentials, 

!+V, 0~0<! 
V(0) = 2 

1T 
-V, -<0<71' 

2 

(3.36) 

then the coefficients are proportional to those in (3.27). Thus the potential 
inside the sphere is : 

[ 3 r 7 ( r)3 11 ( r)5 ] cl>(r, 0} = V - - Pi(cos 0) - - - P3(cos 0) + - - Ps(cos 0) - • • • 

2 a 8 a 16 a 
(3.37) 

To find the potential outside the sphere we merely replace (r/a)' by (a/ r)'+I. 
The resulting potential can be seen to be the same as (2.33), obtained by 
another means. 

Series (3.33), with its coefficients determined by the boundary conditions, 
is a unique expansion of the potential. This uniqueness provides a means 
of obtaining the solution of potential problems from a knowledge of the 
potential in a limited domain, namely on the symmetry axis. On the 
symmetry axis (3.33) becomes (with z = r): 

00 

<l>(z = r) = I [ Air' + B,r-U+I>] (3.38) 
l=O 

valid for positive z. For negative z each term must be multiplied by (-l)i. 
Suppose that, by some means, we can evaluate the potential ct>(z) at an 
arbitrary point z on the symmetry axis. If this potential function can be 
expanded in a power series in z = r of the form (3.38), with known 
coefficients, then the solution for the potential at any point in space is 
obtained by multiplying each power of rl and ,-<lH) by Pi{cos 0). 
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At the risk of boring the reader we return to the problem of the hemi­
spheres at equal and opposite potentials. We have already obtained the 
series solution in two different ways, (2.33) and (3.37). The method just 
stated gives a third way. For a point on the axis we have found the closed 
form (2.28): 

[ r2 a2 ] <D(z = r) = V 1 - -
r.J r2 + a2 

This can be expanded in powers of a2/r2 : 

<l>(z = r) = ~ ! (-1)1-1 (2] - ½)_~1(j - ½) (~)21 
✓ 'TT' j=I ] • r 

(3.39) 

Comparison with expansion {3.38) shows that only odd l values 
(1 = 2j - 1) enter. The solution, valid for all points outside the sphere, 
is consequently: 

<l>(r, 0) = ~-! (-1y-iC2j - ½)_~u - ½) ( ~ r P:H-1(cos 0) (3.40) 
✓1T j=l }• r, 

This is the same solution as already obtained, (2.33) and (3.37). 
An important expansion is that of the potential at x due to a unit point 

charge at x': 

(3.41) 

where r < (r>) is the smaller (larger) of !xi and lx'I, and y is the angle 
between x and x', as shown in Fig. 3.3. This can be proved by rotating 
axes so that x' lies along the z axis. Then the potential satisfies Laplace's 
equation, possesses azimuthal symmetry, and can be expanded according 
to (3.33), except at the point x = x': 

00 

1 , = _L (A 1rz + B1r-F+I))Pi(cos y) 
Ix - x I z=o 

(3.42) 
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If the point xis on the z axis, the right-hand side reduces to (3.38), while 
the left-hand side becomes: 

1 1 1 
jx - x'l = (r2 + r'2 - 2rr' cosy)½ - Ir - r'I 

(3.43) 

Expanding (3.43), we find 

(3.44) 

For po1nts off the axis it is only necessary, according to (3.33) and (3.38), 
to multiply each term in (3.44) by Pz(cos y). This proves the general result 
(3.41). 

Another example is the potential due to a total charge q uniformly 
distributed around a circular ring of radius a, located as shown in Fig. 3.4, 
with its axis the z axis and its center at z = b. The potential at a point P 
on the axis of symmetry with z = r is just q divided by the distance AP: 

<l>(z = r) = q • 
{r2 + c2 - 2cr cos ix)½ 

(3.45) 

where c2 = a2 + b2 and ix = tan-1 (a/b). The inverse distance AP can be 
expanded using (3.41). Thus, for r > c, 

oo l 

<l>(z = r) = q2 ~~ 1 Pi(cos ix) 
l=O f 

Fig. 3.4 Ring of charge of radius a and total 
charge q located on the z axis with center at 

z = b. 
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z 
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(3.46) 
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For r < c, the corresponding form is: 

<X) i 

<I>(z = r) = qL ;+I P,(cos ex) 
t=O C 

(3.47) 

The potential at any point in space is now obtained by multiplying each 
member of these series by Pz(cos 0): 

00 z 

<l>(r, 0) = q 2 ::1 Pz(cos oc)Pi(cos 0) 
z=o r> 

(3.48) 

where r < (r>) is the smaller (larger) of rand c. 

3.4 Associated Legendre Polynomials and the Spherical Harmonics 
Yim(0,rf,) 

So far we have dealt with potential problems possessing azimuthal 
symmetry with solutions of the form (3.33). These involve only ordinary 
Legendre polynomials. The general potential problem can, however, have 
azimuthal variations so that m =/:- 0 in (3.5) and (3.9). Then we need the 
generalization of Pi(cos 0), namely, the solution of (3.9) with land m both 
arbitrary. In essentially the same manner as for the ordinary Legendre 
functions it can be shown that in order to have finite solutions on the 
interval - I < x < 1 the parameter / must be zero or a positive integer and 
that the integer m can take on only the values -/, -(/ - 1), ... , 0, ... , 
(/ - 1), /. The solution having these properties is ca11ed an associated 
Legendre function Pim(x). For positive m it is defined by the formula*: 

(3.49) 

If Rodrigues' formula is used to represent Plx), a definition valid for both 
positive and negative m is obtained: 

(3.50) 

* The choice of phase for P1m(x) is that of Magnus and Oberhettinger, and of E. U. 
Condon and G. H. Shortley in Theory of Atomic Spectra, Cambridge University Press 
(1953). For explicit expressions and recursion formulas, see Magnus and Oberhettinger, 
p. 54. 
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Pi-m(x) and Pr(x) are proportional, since differential equation (3.9) 
depends only on m2 and m is an integer. It can be shown that 

P -m(x) = (-l)m (l - m)! p m(x) 
L (l + m)! l 

(3.51) 

For fixed m the functions P,m(x) form an orthogonal set in the index I 
on the interval -1 < x < 1. By the same means as for the Legendre 
functions the orthogonality relation can be obtained: 

f 1 m m 2 • (l + m)! 
Pi- (x)P, (x) dx = -- ------ bn 

-1 21 + 1 (l - m)l 
(3.52) 

The solution of Laplace's equation was decomposed into a product of 
factors for the three variables,, 0, and r/,. It is convenient to combine the 
angular factors and construct orthonormal functions over the unit sphere. 
We will call these functions spherical harmonics, although this terminology 
is often reserved for solutions of the generalized Legendre equation (3.9). 
Our spherical harmonics are sometimes called "tesseral harmonics'' in 
older books. The functions Qm(</>) = eimr/> form a complete set of ortho­
gonal functions in the index m on the interval 0 < r/, < 21r. The functions 
P,""(cos 0) form a similar set in the index I for each m value on the interval 
-1 <cos(} < I. Therefore their product PrQ,n will form a complete 
orthogonal set on the surf ace of the unit sphere in the two indices l, m. 
From the normalization condition (3.52) it is clear that the suitably 
normalized functions, denoted by Y1m(O, r/,), are: 

y; (8 ..J..) = J2l + 1 (l - m)! p m(cos 0)ei·m,t, (3.53) 
zm , ~ 4rr ( l + m) ! z 

From (3.51) it can be seen that 

The normalization and orthogonality conditions are 

J
0

2irdr/, f.1rsin 0 dOYtm,(O, </>)Yzm(0, r/,) = !5nc5m'm 

The completeness relation, equivalent to (2.41), is 

ro l 

(3.54) 

(3.55) 

2 2 Yi!(O', ¢,') Yzm(0, r/,) = 6( r/, - ¢/)/J( cos 0 - cos 0') ( 3 .56) 
i=om==-l 

For a few small I values and m > 0 the table shows the explicit form of 
the Y1m(0, cf>). For negative m values (3.54) can be used. 
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l = 3 

Classical Electrodynamics 

Spherical harmonics Yim(O, cp) 

l 
Yoo=-

V4rr 

Y11 = - {3 sin Oei<f, 
✓ s; 

-fl Y10 - _ cos 0 
4rr 

Y 33 = - ! {ii sin3 0e3i<f, 
4 ✓~ 

1 ✓105 . Ya2 = - - sin 2 0 cos ee2i<1, 
4 2rr 

Y31 = - ! {ii sin 0(5 cos2 0 - l)ei</, 
4 ✓ 7;; 

Y30 = _ - cos 0 - - cos 0 R (5 3 3 ) 
7T 2 2 , 

Note that, for m = 0, 

121+1. 
YioC0, cp) = ;J ~ Pz(cos 0) 

41r 
(3.57) 

An arbitrary function g(0, cp) can be expanded in spherical harmonics: 

ro l 

g(0, <p) = L 2 Aim Yzm(0, <p) (3.58) 
Z=o m= -l 

where the coefficients are 
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A point of interest to us in the next section is the form of the expansion 
for() = 0. With definition (3.57), we find: 

~J21 + 1 [g(O, cp)]o=o = ~ 477 Aio (3.59) 

where 

(3.60) 

All terms in the series with m =I= 0 vanish at 0 = 0. 
The general solution for a boundary-value problem in spherical coordi­

nates can be written in terms of spherical harmonics and powers of , in a 
generalization of (3.33): 

rJJ l 

<P(r, 0, <p) = ,2 _2 [Azmri + Bzm,-(i+l)J Yzm(O, <p) (3.61) 
l"'O m= -L 

If the potential is specified on a spherical surf ace, the coefficients can be 
determined by evaluating (3.61) on the surface and using (3.58). 

3.5 Addition Theorem for Spherical Harmonics 

A mathematical result of considerable interest and use is called the 
addition theorem for spherical harmonics. Two coordinate vectors x and 
x', with spherical coordinates (r, 0, cp) and (,1, ()', cp'), respectively, have an 
angle y between them, as shown in Fig. 3.5. The addition theorem 
expresses a Legendre polynomial of order l in the angle y in terms of 

2 

x' 

X 

Fig. 3.5 
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products of the spherical harmonics of the angles fJ, cp and 0', cf/: 
l 

Pi(cos y) = 417 I Yi!(0', cp')Yim(0, cp) 
2/ + 1 rn= -i 

(3.62) 

where cos y = cos (J cos 0' + sin fJ sin ()1 cos ( cp - cf/). To prove this 
theorem we consider the vector x' as fixed in space. Then Pi(cos y) is a 
function of the angles 0, cp, with the angles 0', cp' as parameters. It may be 
expanded in a series (3.58): 

00 ( 

Pz(cos y) = I I Ai'm(0', <//)Yi,m(0, cp) (3.63) 
l'=O m=-l' 

Comparison with (3.62) shows that only terms with /' = l appear. To see 
why this is so, note that, if coordinate axes are chosen so that x' is on the z 
axis, then y becomes the usual polar angle and Pi(cos y) satisfies the 
equation: 

,, l(l + 1) V'-Pz(cos y) + ---Pi(cos y) = 0 
r2 

(3.64) 

where V'2 is the Laplacian referred to these new axes. If the axes are now 
rotated to the position shown in Fig. 3.5, V'2 = V2 and r is unchanged.* 
Consequently Pi(cos y) still satisfies an equation of the form (3.64); i.e., 
it is a spherical harmonic of order l. This means that it is a linear com­
bination of Ylm's of that order only: 

l 

Pi(cos y) = I Am(0', cp')Yzm(0, cp) (3.65) 
m= -l 

The coefficients Am(0', cf/) are given by: 

Am(0', </>') = f Y1!(0, ef,)Pz(cos y) dQ 
" 

(3.66) 

To evaluate this coefficient we note that it may be viewed, according to 
(3.60), as the m' = 0 coefficient in an expansion of the function 

v' 41r/(2l + 1) Yi:i(e, cp) in a series of Ylm'(y, /3) referred to the primed 
axis of (3.64). From (3.59) it is then found that, since only one l value is 
present, coefficient (3.66) is 

Am(0', </>') = 2/: l [Yz!(0(y, /3), rp(y, P))J,.=o (3.67) 

In the limit y ~ 0, the angles (0, </>), as functions of (y, {3), go over into 

* The proof that V'2 = V2 under rotations follows most easily from noting that 
V2tp = V • V1 is an operator scalar product, and that all scalar products are invariant 
under rotations. 
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(O', ef,'). Thus addition theorem (3.62) is proved. Sometimes the theorem 
is written in terms of Pim(cos 0) rather than Yzm• Then it has the form: 

Pz(cos y) = Pi(cos 0)Pi(cos B') 
l 

+2 _2 (l - m)! Pim(cos 0)Pt(cos 0') cos [m(¢ - ¢')] (3.68) 
m=I (l + m)! 

It the angle y goes to zero, there results a "sum rule" for the squares of 
Yim's: z 

_L I Yzm(0, <fo)l 2 = 21 + l (3.69) 
m~-z 4tt 

The addition theorem can be used to put expansion (3.41) of the potential 
at x due to a unit charge at x' into its most general form. Substituting 
(3.62) for Pz(cos y) into (3.41) we obtain 

ro l l 

1 _ 41r ~ ~ 1 r < y* (B, ,1..,) y: (O .J.) 
Ix -, x/1 - ~ m~l 21 + 1 rZf l lm , 't' lm , 't' 

(3.70) 

Equation (3. 70) gives the potential in a completely factorized form in the 
coordinates x and x'. This is useful in any integrations over charge 
densities, etc., where one variable is the variable of integration and the 
other is the coordinate of the observation point. The price paid is that 
there is a double sum involved, rather than a single term. 

3.6 Laplace's Equation in Cylindrical Coordinates; Bessel Functions 

In cylindrical coordinates (p, ¢,, z), as shown in Fig. 3.6, Laplace's 
equation takes the form: 

a2<t> 1 oCD 1 a2ct> a2ct> -+ --+--+- = 0 (3.71) 
op2 pop p2 a4>2 oz2 

The separation of variables is accomplished by the substitution: 

<P(p, <fo, z) = R(p)Q(<fo)Z(z) (3.72) 

In the usual way this leads to the three ordinary differential equations: 

a2z - k2Z = o (3.73) 
dz2 

(3.74) 

(3.75) 
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X 

Fig. 3.6 

The solutions of the first two equations are elementary: 

Z(z) = e±kz 

Q( cp) = e±iv<f, 
(3.76) 

In order that the potential be single valued, 11 must be an integer. But 
barring some boundary-condition requirement in the z direction, the 
parameter k is arbitrary. For the present we will assume that k is real. 

The radial equation can be put in a standard form by the change of 
variable x = k p. Then it becomes 

(3.77) 

This is Bessel's equation, and the solutions are called Bessel functions of 
order v. If a power series solution of the form: 

00 

R(x) = :if 1 aix' 
i=O 

is assumed, then it is found that 

and 
1 

a21 = - 4j(j + oc) G21-2 

(3.78) 

(3.79) 

(3.80) 

for j = 0, 1, 2, 3, . . . . All odd powers of xi have vanishing coefficients. 
The recursion formula can be iterated to obtain 

(-1)1r(oc + 1) 
a2i = 221j! r(j + fX + 1) Go 

(3.81} 
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It is conventional to choose the constant a0 = [2~r(a + J)J-1. Then the 
two solutions are 

( x)v ~ (-J)i (x\2i 
J.,(x) = 2 ~ j!r(j + V + 1) 7_/ (3.82) 

( x)-v ~ (-1); (x)2; 
J - v( X) = 2 ~ j ! r{j - V + 1) 2 (3.83) 

These solutions are called Bessel functions of the first kind of order ±v. 
The series converge for all finite values of x. If v is not an integer, these 
two solutions J ±,,(x) form a pair of linearly independent solutions to the 
second-order Bessel's equation. However, if vis an integer, it is wel1 known 
that the solutions are linearly dependent. In fact, for v = m, an integer, 
it can be seen from the series representation that 

(3.84) 

Consequently it is necessary to find another linearly independent solution 
when mis an integer. It is customary, even if vis not an integer, to replace 
the pair J ±,,(x) by Jv(x) and N,,(x), the Neumann function (or Bessel's 
function of the second kind): 

N..,(x) = Jv(x) cos ~11 - J _v(x) (3.SS) 
Slil V1T 

For v not an integer, N,,(x) is clearly linearly independent of J1,(x). In the 
limit v _,_ integer, it can be shown that Nix) is still linearly independent 
of J,,(x). As expected, it involves log x. Its series representation is given 
in the reference books. 

The Bessel functions of the third kind, called Hankel functions, are 
defined as linear combinations of J11(x) and N,,(x): 

H~1)(x) = Jv(x) + iNv(x) 1 
H~2)(x) = Jix) - iNv(x) J 

(3.86) 

The Hankel functions form a fundamental set of solutions to Bessel's 
equation, just as do Jv(x) and Nv(x). 

The functions J,,, N,,, H~1>, H~2> all satisfy the recursion formulas: 

(3.87) 

(3.88) 
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where .Oix) is any one of the cylinder functions of order v. These may be 
verified directly from the series representation (3.82). 

For reference purposes, the limiting forms of the various kinds of 
Bessel functions will be given for small and large values of their argument. 
Only the leading terms will be given for simplicity: 

J,(x)- r(v ~ l)w (3.89) 

r y In (~) + 0.5772. • l 
Nv(x)-+ l -r~\iJ, 

(3.90) 

In these formulas v is assumed to be real and nonnegative. 

X ► I, V J ,( X) - Ex cos ( X - '; - ~) l 
N,(x)-J!sin (x - •; -l) j 

(3.91) 

The transition from the small x behavior to the large x asymptotic form 
occurs in the region of x ,__, v. 

From the asymptotic forms (3.91) it is clear that each Bessel function 
has an infinite number of roots. We will be chiefly concerned with the 
roots of Jv(x): 

J (x ) = 0, v vn- n = 1, 2, 3, ... (3.92) 

xvn is the nth root of Jv(x). For the first few integer values of v, the first 
three roots are: 

V = 0, x0n = 2.405, 5.520, 8.654, .. . 
v = I, X1n = 3.832, 7.016, 10.173, .. . 
'V = 2, X2n = 5.136, 8.417, 11.620, .. . 

For higher roots, the asymptotic formula 

Xvn ,.._, mr + (v - ½) :!: 
2 

gives adequate accuracy (to at least three figures). Tables of roots are 
given in Jahnke and Emde, pp. 166-168. 

Having found the solution of the radial part of Laplace's equation in 
terms of Bessel functions, we can now ask in what sense the Bessel 
functions form an orthogonal, complete set of functions. We will consider 
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only Bessel functions of the first kind, and will show that Vp Jix.mpfa), for 
:fixed 11 > 0, n = l, 2, ... , form an orthogonal set on the interval O < 
p ~ a. The demonstration starts with the differential equation satisfied by 
JJx,,npfa): 

( dJ,,(x,,n e)) ( 2 2) ( ) l !!_ p a + Xvn - ~ J,, X 11 n f!. = 0 (3.93) 
p dp dp a2 p2 a 

If we multiply the equation by pJ,,(xvn'p/a) and integrate from Oto a, we 
obtain 

Integration by parts, combined with the vanishing of (pJ ,,.I/) at p = 0 
(for v > 0) and p = a, leads to the result: 

la dJv( Xvn' ~) dJv( Xvn ~) 

- p--------dp 
o dp dp 

la(x;n v2) ( p) ( P) + o a2 - p2 pl,, x,,n•~ J,, xvn~ dp=O 

If we now write down the same expression, with n and n' interchanged, 
and subtract, we obtain the orthogonality condition: 

(x!n - X~n') I.a pJ11 ( Xvn' ~)J 11 ( Xvn ~) dp = 0 (3.94) 

By means of the recursion formulas (3.87) and (3.88) and the differential 
equation, the normalization integral can be found to be: 

La ( p) ( p) _ a2 2 

0 pJv Xvn' ~ Jv Xvn ~ dp - l [Jv+1(X11n)] bn'n (3.95) 

Assuming that the set of Bessel functions is complete, we can expand an 
arbitrary function of p on the interval O < p ~ a in a Bessel-Fourier 
series: 

(3.96) 
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(3.97) 

Our derivation of (3.96) involved the restriction v > 0. Actually it can 
be proved to hold for all v > -1. 

Expansion (3.96) and (3.97) is the conventional Fourier-Bessel series 
and is particularly appropriate to functions which vanish at p = a (e.g., 
homogeneous Dirichlet boundary conditions on a cylinder; see the 
following section). But it will be noted that an alternative expansion is 
possible in a series of functions VpJ,,(y,,npf a) where Yvn is the nth root of 
the equation [dl,,(x)]/dx = 0. The reason is that, in proving the ortho­
gonality of the functions, all that is demanded is that the quantity 
[pJ,,(lp)(d/dp)J,,().' p)] vanish at the end points p = 0 and p = a. The 
requirement is met by either).= xvn/a or). = Yvn/a, where J,,(x,,J = 0 and 
J,,'(y,,J = 0. The expansion in terms of the set VpJ,,(Y,,nPI a) is especially 
useful for functions with vanishing slope at p = a. (See Problem 3.8.) 

A Fourier-Bessel series is only one type of expansion involving Bessel 

functions. Neumann series [nio anJ,,+nCz)], Kapteyn series [nio an X 

Jv+nC(v + n)z)], and Schlomilch series [ni/nJv(nx)] are some of the other 

possibilities. The reader may refer to Watson, Chapters XVI-XIX, for a 
detailed discussion of the properties of these series. Kapteyn series occur 
in the discussion of the Kepler motion of planets and of radiation by 
rapidly moving charges (see Problems 14.7 and 14.8). 

Before leaving the properties of Bessel functions it should be noted that 
if, in the separation of Laplace's equation, the separation constant k2 in 
(3.73) had been taken as -k2, then Z(z) would have been sin kz or cos kz 
and the equation for R(p) would have been: 

(3.98) 

With k p = x, this becomes 

(3.99) 

The solutions of this equation are called modified Bessel pmctions. It is 
evident that they are just Bessel functions of pure imaginary argument. 
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The usual choices of linearly independent solutions are denoted by fix) 
and K.(x). They are defined by 

(3.100) 

(3.101) 

and are real functions for real x. Their limiting forms for small and large 
z are, assuming real v > 0: 

1 (X)v 
Iv(x) - r(v + 1) 2 (3.102) 

-(In(~) + 0.5772 • • -), ,, = 0 

(3.103) 

X ► 1, P 

(3.104) 

3.7 Boundary-Value Problems in Cylindrical <;oordinates 

The solution of Laplace's equation in cylindrical coordinates is <I> = 
R(p)Q(cp)Z(z), where the separate factors are given in the previous section. 
Consider now the specific boundary-value problem shown in Fig. 3.7. 
The cylinder has a radius a and a height L, the top and bottom surfaces 
being at z =Land z = 0. The potential on the side and the bottom of 
the cylinder is zero, while the top has a potential <I> = V(p, cp). We want 
to find the potential at any point inside the cylinder. In order that <I> be 
single valued and vanish at z = 0, 

Q(cp) = A sin m¢, + B cos mcp 

Z(z) = sinh kz } (3.105) 

where 11 = m is an integer and k is a constant to be determined. The radial 
factor is 

(3.106) 
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z 

a L 

Fig. 3.7 

If the potential is finite at p = 0, D = 0. The requirement that the 
potential vanish at p = a means that k can take on only those special 
values: 

k = Xmn mn ~ n = 1, 2, 3, ... (3.107) 
a 

where Xmn are the roots of Jm(xmJ = 0. 
Combining all these conditions, we find that the general form of the 

solution is 
00 (X) 

<I> (p, cp, z) = L L Jm(kmnP) sinh (kmnz)[Amn sin mcp + Bmn cos mcp] 
m=O n=l 

(3.108) 

At z = L, we are given the potential as V(p, <f,). Therefore we have 

V(p, cp) = L sinh (km11L)Jm(kmnP)[Amn sin mcp + Bmn COS mef>] 
m,n 

This is a Fourier series in cp and a Bessel-Fourier series in p. The coeffi­
cients are, from (2. 43) and (3.97), 

A = 2 cosech (kmnL) i2IT d.J..J,a d Vi( ,I.\J (k ) sin m.J.. 
mn 2J2 (k ) 't' PP P, 'f'J m mnP 't' 

'TT'Q m+l mna O 0 

and (3.109) 
2 cosech (k L) f2,,. (a 

Bmn = 2 2 mn dcp J
11 

dp p V(p, cp)J m(kmnP) COS mcf, 
1ra J m+i(kmna) o o 

with the proviso that, for m = 0, ~e use ½Bon in the series. 
The particular form of expansion (3.108) is indicated by the requirement 

that the potential vanish at z = 0 for arbitrary p and at p = a for arbitrary 
z. For different boundary conditions the expansion would take a different 
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form. An example where the potential is zero on the end faces and equal 
to V(cp, z) on the side surface is left as Problem 3.6 for the reader. 

The Fourier-Bessel series (3.108) is appropriate for a finite interval in 
p, O < p :S: a. If a ---+ co, the series goes over into an integral in a manner 
entirely analogous to the transition from a trigonometric Fourier series 
to a Fourier integral. Thus, for example, if the potential in charge-free 
space is finite for z > 0 and vanishes for z---+ oo, the general form of the 
solution for z > 0 must be 

<I>(p, </,, z) = ! f.dk e-kzJ m(kp)[Am(k) sin m¢, + Bm(k) cos mef,J (3.110) 
m==O O 

If the potential is specified over the whole plane z = 0 to be V(p, rp) the 
coefficients are determined by 

V(p, </,) = ! f. 00 dkJ m(kp)[Am(k) sin mcf, + Bm(k) cos m<f,] 
m=O O 

The variation in q, is just a Fourier series. Consequently the coefficients 
Am(k) and Bm(k) are separately specified by the integral relations: 

¾f.2ir V(p, </,)(sin mq,) def, = ioo J m(k' p)(Am(k')) dk, (3.111) 
0 cos mcf, 0 Bm(k') 

These radial integral equations of the first kind can be easily solved, since 
they are Hankel transforms. For our purposes, the integral relation, 

J:00 1 
xlm(kx)J.,,,,(k'x) dx = - d(k' - k) 

o k 
(3.112) 

can be exploited to invert equations (3.111). Multiplying both sides by 
plm(kp) and integrating over p, we find with the help of (3.112) that the 
coefficients are determined by integrals over the whole area of the plane 
z = 0: 

A,n(k)) kf. 00 J. 211' (sin mcp = - dp p d<J, V(p, cf,)J m(kp) 
Bm(k) 1T o o cos mq, 

(3,113) 

As usual, form = 0, we must use ¼Bo(k) in series (3.110). 

3.8 Expansion of Green's Functions in Spherical Coordinates 

In order to handle problems involving distributions of charge as well as 
~oundary values for the potential (i.e., solutions of Poisson's equation) it 
IS necessary to determine the Green's function G(x, x') which satisfies the 
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appropriate boundary conditions. Often these boundary conditions are 
specified on surfaces of some separable coordinate system, e.g., spherical or 
cylindrical boundaries. Then it is convenient to express the Green's 
function as a series of products of the functions appropriate to the coordi­
nates in question. We first illustrate the type of expansion involved by 
considering spherical coordinates. 

For the case of no boundary surfaces, except at infinity, we already 
have the expansion of the Green's function, namely (3. 70): 

oo l 

Ix ~ x'I = 4,,, ~ m4'_, 21 ~ 1 ;~, Y~(O', ,f/) Y,m(B, ,f,) 

Suppose that we wish to obtain a similar expansion for the Green's 
function appropriate for the "exterior" problem with a spherical boundary 
at r = a. The result is readily foun:d from the image form of the Green's 
function (2.22). Using expansion (3. 70) for both terms in (2.22), we obtain: 

To see clearly the structure of (3.114) and to verify that it satisfies the 
boundary conditions, we exhibit the radial factors separately for r < r' 
and for r > r' : 

r < r' 

(3.115) 

r > r' 

First of all, we note that for either r or r' equal to a the radial factor 
vanishes, as required. Similarly, as r or r'--+ oo, the radial factor vanishes. 
It is symmetric in r and r'. Viewed as a function of r, for fixed r', the 
radial factor is just a linear combination of the solutions ,i and r-(i+l> of the 
radial part (3. 7) of Laplace's equation. It is admittedly a different linear 
combination for r < r' and for r > r'. The reason for this will become 
apparent below, and is connected with the fact that the Green's function 
is a solution of Poisson's equation with a delta function inhomogeneity. 

Now that we have seen the general structure of the expansion of a 
Green's function in separable coordinates we turn to the systematic con­
struction of such expansions from first principles. A Green's function for 
a potential problem satisfies the equation 

V,/G(x, x') = -477 J(x - x') (3.116) 
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subject to the boundary conditions G(x, x1) = 0 for either x or x' on the 
boundary surface S. For spherical boundary surfaces we desire an expan­
sion of the general form (3.114). Accordingly we exploit the fact that the 
delta function can be written* 

1 
b(x - x') = - o(r - r') J( ef> - ef>') b(cos 0 - cos 0') 

r2 

and that the completeness relation (3.56) can be used to represent the 
angular delta functions: 

J(x - x') = : 2 O(r - r') ! I Y;!,.(0', cf,')Y,m(0, cf,) (3.117) 
lzOm=~l 

Then the Green's function, considered as a function of x, can be expanded 
as 

O'.l l 

G(x, x') = l 2 Aim(0 ', rp ')gi(r, r') Yzm(0, </>) (3.118) 
l=O m= -l 

Substitution of (3.117) and (3.118) into (3.116) leads to the results 

(3.119) 
and 

l d2 ( ( ')) l(l + 1) ( ') 4TT ""(' ') - -d 2 rg1 r, r - 2 gi r, r = - -;; u r - r 
r r r ru 

(3.120) 

The radial Green's function is seen to satisfy the homogeneous radial 
equation (3. 7) for r =I= r 1

• Thus it can be written as: 

for r < r1 

for r > r' 

The coefficients A, B, A', B' are functions of r' to be determined by the 
boundary conditions, the requirement implied by c5(r - r') in (3.120), and 
the symmetry of gi(r, r') in rand r'. Suppose that the boundary sufaces are 
concentric spheres at r = a and r = b. The vanishing of G(x, x') for x on 

* To express o(x - x') = o(x1 - xi') ci(:r: 2 - x/) c5(x 3 - xa') in terms of the coordi­
nates (l= 1, ~ 2, ~ 3), related to (xi. x 2 , 1: 3) via the Jacobian J(x,-, ;;), we note that the mean­
ingful quantity is o(x - x') d3x. Hence 
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the surface implies the vanishing of gi(r, r') for r = a and r = b. Con­
sequently g1(r, r') becomes 

r < r' 
(3.121) 

r > r' 

The symmetry in r and r' requires that the coefficients A(r') and B'(r') be 
such that gz(r, r') can be written 

g,(r, r') = c(,:s - ::::) C~, -;,~+,) (3.122) 

where r < (r >) is the smaller (larger) of rand r'. To determine the constant 
Cwe must consider the effect of the delta function in (3.120). Ifwe multiply 
both sides by r and integrate over the interval from r = r' - e to r = r' + 
e, where Eis very small, we obtain 

[ !!.._ (rgz(r, r'))] - [!!__ (rgi(r, r'))] = - 47 
dr r·+e dr r'-E r 

(3.123) 

Thus there is a discontinuity in slope at r = r', as indicated in Fig. 3.8. 
For r = r' + E, r > = r, r < = r'. Hence 

[ d ] (1 a2z+1 )' [ d (1 ,-1+1 )] -d (rg1(r, r')) = C r'1 - ~ -d -i - b21+1 
r r' + ~ \ r r r r = r' 

c( (a )21+1)' ( (r')2l+1·) = - r' 1 - r' l + ( l + 1) b 
Similar]y 

[:r (rgi(r, r')) l'-E = ~ ( l + 1 + 1(;,)21+1) ( 1 - ( ~')21+1) 

Substituting these derivatives into (3.123), we find: 

C = [ ( )21+1] 
(21 + 1) 1 - ~ 

(3.124) 

Combination of (3.124), (3.122), (3.119), and (3.118) yields the expansion 
of the Green's function for a spherical shell bounded by r = a and r = b: 
G(x, x') = 
4 ~ * Y/!',J0', </>') Yim((), cp) (ri 

7T L L [ ( )21+1] < 
z=o m= -z (21 + 1) 1 - ~ 

a2l+I)' ( 1 r~ ) 
r':t1 r;:1 b2i+1 (3.125) 
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r____. 

For the special cases a---+ 0, b---+ oo, and b---+ oo, we recover the previous 
expansions (3.70) and (3.114), respectively. For the "interior" problem 
with a sphere of radius b we merely let a ~ 0. Whereas the expansion for 
a single sphere is most easily obtained from the image solution, the general 
result (3.125) for a spherical shell is rather difficult to obtain by the method 
of images, since it involves an infinite set of images. 

3.9 Solution of Potential Problems with the Spherical Green's Function 
Expansion 

The general solution to Poisson's equation with specified values of the 
potential on the boundary surface is (see Section 1.10): 

J 1 1! aG (IJ(x) = p(x')G(x, x') d3x' --- - c.b(x') - da' 
V 4rr S on' 

(3.126) 

For purposes of illustration let us consider the potential inside a sphere of 
radius b. First we will establish the equivalence of the surface integral in 
(3.126) to the previous method of Section 3.4, equations (3.61) and (3.58). 
With a = 0 in (3.125), the normal derivative, evaluated at r' = b, is: 

~ = aG = --- 41r I (!.)z Y* (0' ..l.')Y, <O A-) 
::i 1 '.3 , b2 b tm , 'f Im , 'f 
Un ur r' ==b 

(3.127) 
l,m 

Consequently the solution of Laplace's equation inside r = b with 
«t> = V(0', </,') on the surface is, according to (3.126): 

<b(x) = ~[J V(0', <f,')Y~(0', <p') dn'] ( !Y Yzm(0, </>) (3.128) 
lm b 
' 

For the case considered, this is the same form of solution as (3.61) with 
(3.58). There is a third form of solution for the sphere, the so-called 
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Fig. 3.9 Ring of charge of radius a and 
total charge Q inside a grounded, conduct-

ing sphere of radius b. 

Poisson integral (2.25). The equivalence of this solution to the Green's 
function expansion solution is implied by the fact that both were derived 
from the general expression (3.126) and the image Green~s function. The 
explicit demonstration of the equivalence of (2.25) and the series solution 
(3.61) will be left to the problems. 

We now tum to the solution of problems with charge distributed in the 
volume, so that the volume integral in (3. 126) is involved. It is sufficient 
to consider problems in which the potential vanishes on the boundary 
surfaces. By linear superposition of a solution of Laplace's equation the 
general situation can be obtained. The first illustration is that of a hollow 
grounded sphere of radius b with a concentric ring of charge of radius a 
and total charge Q. The ring of charge is located in the x-yplane, as shown 
in Fig. 3.9. The charge density of the ring can be written with the help of 
delta functions in angle and radius as 

p(x') = __g_ o(r' - a) o(cos 0') (3.129) 
21ra2 

In the volume integral over the Green's function only terms in (3.125) with 
m = 0 will survive because of azimuthal symmetry. Then, using (3.57) 
and remembering that a--+ 0 in (3.125), we find 

(!)(x) = J p(x')G(x, x') d3x' 

= Q!Pi(O)r!::( i:1 - :f:.1)P1(cos 0) (3.130) 
i=o r> b 

where now r < (r >) is the smaller (larger) of r and a. Using the fact that 
( -1 )n(2n - 1) ! ! . 

P2n+l(O) = 0 and P2n{O) = ------, (3.130) can be wntten as: 
2nn! 

<l>(x) = Q~ (-lt(2n - 1)!! r2n(_l_ - r~ )p (cos 0) (3.131) 
L 2nn ! < r~+l b<ln+l 2n 
n=O 
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In the limit b-+ oo, it will be seen that (3.130) or (3.131) reduces to 
expression (3.48) for a ring of charge in free space. The present result can 
be obtained alternatively by using (3.48) and the images for a sphere. 

A second example of charge densities, illustrated in Fig. 3.10, is that of 
a hollow grounded sphere with a uniform line charge of total charge Q 
located on the z axis between the north and south poles of the sphere. 
Again with the help of delta functions the volume-charge density can be 
written: 

p(x') = Q - 1-[b(cos 0' - 1) + C,(cos fJ' + l)] 
2b 21rr'2 

(3.132) 

The two delta functions in cos 6 correspond to the two halves of the line 
charge, above and below the x-y plane. The factor 21Tr12 in the denominator 
assures that the charge density has a constant linear density Q/2b. With 
this density in (3.126) we obtain 

~x) = g_ ! [P,(1) + Pz(-l)]Pz(cos 0) J:\ ~( z~i - :f+1) dr' (3.133) 
2b i=o o r> b 

The integral must be broken up into the intervals O :S: r' < r and 
r < r' s b. Then we find 

= (2l + 1)(1 _ (!.)z) 
l(l + 1) b 

For I = 0 this result is indeterminate. 
have, for I = 0 only, 

(3.134) 

Applying L'Hospital's rule, we 

!!(1 - (!r) 
lb= lim dl • b. 

0 Z-tO !i_ (l) 
dl 

= lim (- I i 10 <rlb>) = In (~) 
z-o dl r 

(3.135) 
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This can be verified by direct integration in (3.133) for l = 0. Using the 
fact that Pi(-1) = (-l)i, the potential (3.133) can be put in the form: 

<l>(x) = Q (1n (~) + ! \4j _+ l) [1 - ("!.)21]P.u(cos 0)) (3.136) 
b r ; = 1 2J(2J + 1) b 

The presence of the logarithm for I = 0 reminds us that the potential 
diverges along the z axis. This is borne out by the series in (3.136), which 
diverges for cos 0 = ± 1, except at r = b exactly. 

The surface-charge density on the grounded sphere is readily obtained 
from ( 3 .136) by differentiation : 

a(O) = _!_ o<I> I = - ~[1 + ! (4j + l) P2 .(cos 0)] 
41r or 1'=b 411b2 j=l (2j + 1) J 

(3.137) 

The leading term shows that the total charge induced on the sphere is -Q, 
the other terms integrating to zero over the surface of the sphere. 

3.10 Expansion of Green's Functions in Cylindrical Coordinates 

The expansion of the potential of a unit point charge in cylindrical 
coordinates affords another useful example of Green's function expan­
sions. We will present the initial steps in general enough fashion that the 
procedure can be readily adapted to finding Green's functions for potential 
problems with cylindrical boundary surfaces. The starting point is the 
equation for the Green's function: 

V :z:2G(x, x') = - 41r IJ(p - p') J( cf> - cf>') ~(z - z') (3.138) 
p 

where the delta function has been expressed in cylindrical coordinates. 
The cf, and z delta functions can be written in terms of orthonormal 
functions: 

1 J<X> . , 1 J:ao /J(z - z') = - dk eik(z-z > = - dk cos [k(z - z')] 
21r -oo 1T 0 

'1) (3.139) 
d( cp - cf/) = _!__ ' eim(t/J - tt,') 

21r L 
m=-oo 

We expand the Green's function in similar fashion: 

G(x, x') = 2~ ! J:
00 dk eim(,t,-t/J') cos [k(z - z')]gm(P, p') (3.140) 

m=-oo O 
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Then substitution into (3.138) leads to an equation for the radial Green's 
function gm(P, p'): 

1 d ( dgm) (k<:> m2) 477 s( ,. - - P - - w + - gm = - - u P - P ) 
p dp dp p2 p 

(3.141) 

for p -:f p' this is just equation (3.98) for the modified Bessel functions, 
J,,n(kp) and Km(kp). Suppose that 'lf}i(kp) is some linear combination of 
Jm and Km which satisfies the correct boundary conditions for p < p', and 
that 1.plkp) is a linearly independent combination which satisfies the 
proper boundary conditions for p > p'. Then the symmetry of the Green's 
function in p and p' requires that 

(3.142) 

The normalization of the product 'l{J1tp2 is determined by the discontinuity 
in slope implied by the delta function in (3.141): 

dgm 

dp + 

- dgm 
dp -

47T 
=--

pl 

(3.143) 

where '± means evaluated at p = p' ± £. From (3.142) it is evident that 

[ d:; + -1; _] = k( ,p1,p2 - 'l','1'1') = kW[ ,p,, '!',] (3.144) 

where primes mean differentiation with respect to the argument, and 
W[tp1, ~ 2] is the Wronskian of 1Pi and 7P2, Equation (3.141) is of the 
Sturm-Liouville type 

!_ (p(x) dy) + g(x)y = 0 
dx dx 

(3.145) 

and it is well known that the Wronskian of two linearly independent 
solutions of such an equation is proportional to [1/p(x)]. Hence the 
possibility of satisfying (3.143) for all values of p' is assured. Clearly we 
must demand that the normalization of the product V'i''P2 is such that the 
Wronskian has the value : 

41T 
W[ 1P1('C), "P2(x)] = - - (3.146) 

X 

If there are no boundary surfaces, the requirement is that gm(P, p') be 
finite at p = 0 and vanish at p -c>- oo. Consequently 1.pi(kp) = Alm(kp) and 
"Plkp) = Km(kp). The constant A is to be determined from the Wronskian 
condition (3.146). Since the Wronskian is proportional to (1/x) for all 
Values of x, it does not matter where we evaluate it. Usin_g the limitin~ 
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forms (3.102) and (3.103) for small x [or (3.104) for large x], we find 

1 
W[f m(x), Km(x)] = - - (3.147) 

X 

so that A = 4rr. The expansion of I/Ix - x'I therefore becomes: 

1 , = ~ ! 100 dk eim(tp-4"> cos [k(z - z')]I m(kp<)Km(kp>) (3.148) 
Ix - X ! 7Tm=-wJo 

This can also be written entirely in terms of real functions as: 

1 4 J: 00 
--- = - dk cos [k(z - z')] 
Ix - x'I 1r o 

x {½f0(kp<)K0(kp>) + !cos [m(,f, - ,f,')]lm(kp<)Km(kp>)) 
mc:e1 

(3.149) 

A number of useful mathematical results can be obtained from this 
expansion. If we let x'---+- 0, only the m = 0 term survives, and we obtain 
the integral representation: 

1 2 J: 00 

✓ 9 = - cos kz K0(kp) dk 
p2 + z~ 1r o 

(3.150) 

If we replace p2 in (3.150) by R2 = p2 + p'2 - 2pp' cos(</, - </,'), then we 
have on the left-hand side the inverse distance /x - x'1-1 with z' = 0, i.e., 
just (3.149) with z' = 0. Then comparison of the right-hand sides of 
(3.149) and (3.150) (which must hold for all values of z) leads to the 
identification: 

Ko(kJ p2 + p'2 - 2pp' cos (cf, - cf,')) 
00 

= I0(kp<)Ko(kp>) + 2 2 cos [m(</, - </>')]Im(kp<)Km(kp>) (3.151) 
m=l 

In this last result we can take the limit k ~ 0 and obtain an expansion for 
the Green's function for (two-dimensional) polar coordinates: 

In C p' + p'' - 2;p' cos ( ,f, - ,f,') 

= In eJ + i,: (;:tcos [m(,f, - ,f,')] (3.152) 

This representation can be verified by a systematic construction of the 
two-dimensional Green's function for Poisson's equation along the lines 
leading to (3.148). 
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3.11 Eigenfunction Expansions for Green's Functions 

Another technique for obtaining expansions of Green's functions is the 
use of eigenfunctions for some related problem. This approach is inti­
mately connected with the methods of Sections 3.8 and 3.10. 

To specify what we mean by eigenfunctions, we consider an elliptic 
differential equation of the form: 

V21f(X) + [f(x) + J.},p(x) = 0 (3.153) 

If the solutions tp(x) are required to satisfy certain boundary conditions 
on the surface S of the volume of interest V, then (3.153) will not in general 
have well-behaved (e.g., finite and continuous) solutions, except for 
certain values of A. These values of A, denoted by An, are called eigenvalues 
(or characteristic values) and the solutions tp11(x) are called eigenfunctions.* 
The eigenvalue differential equation is written: 

(3.154) 

By methods similar to those used to prove the orthogonality of the 
Legendre or Bessel functions it can be shown that the eigenfunctions are 
orthogonal: 

(3.155) 

where the eigenfunctions are assumed normalized. The spectrum of 
eigenvalues An may be a discrete set, or a continuum, or both. It will be 
assumed that the totality of eigenfunctions forms a complete set. 

Suppose now that we wish to find the Green's function for the equation: 

V w2G(x, x') + [f(x) + A]G(x, x') = -41ro(x - x') (3.156) 

where A is not in general one of the eigenvalues An of (3.154). Furthermore, 
suppose that the Green's function is to have the same boundary conditions 
as the eigenfunctions of (3.154). Then the Green's function can be 
expanded in a series of the eigenfunctions of the form: 

G(x, x') = I anCx')1PnCx) (3.157) 
n 

Substitution into the differential equation for the Green's function leads 
to the result: 

2 am(x')(). - Am)1f1m(x) = -4m5(x - x') (3.158) 
m 

• The reader familiar with wave mechanics will recognize (3.153) as equivalent to the 
Schrodinger equation for a particle in a potential. 
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If we multiply both sides by 'Pn *(x) and integrate over the volume V, the 
orthogonality condition (3.155) reduces the left-hand side to one term, and 
we find: * 

an(x') = 41T ;n ~x'l (3.159) 
n 

Consequently the eigenfunction expansion of the Green's function is: 

G(x, x') = 41r I 'Pn ;x?!';(x) (3.160) 
n n 

For a continuous spectrum the sum is replaced by an integral. 
Specializing the above considerations to Poisson's equation, we place 

f(x) = 0 and Ji.= 0 in (3.156). As a first, essentially trivial, illustration 
we let (3.154) be the wave equation over all space: 

(V2 + k2)t.pk(x) = 0 (3.161) 

with the continuum of eigenvalues, k 2, and the eigenfunctions: 

( ) 1 ik,x 
1.J'k X = {21r)½ e 

These eigenfunctions have delta function normalization: 

f 'Pk' *(x)t.pix) d3x = b(k - k') 

(3.162) 

(3.163) 

Then, according to (3.160), the infinite space Green's function has the 
expansion: 1 1 J ik-(x-x') 

--- =- dake __ _ 
Ix - x'I 21r2 k2 

(3.164) 

This is just the three-dimensional Fourier integral representation of 
1/]x - x'J. 

As a second example, consider the Green's function for a Dirichlet 
problem inside a rectangular box defined by the six planes, x = y = z = 0, 
x = a, y = b, z = c. The expansion is to be made in terms of eigen­
functions of the wave equation: 

(3.165) 

where the eigenfunctions which vanish on all the boundary surfaces are 

( ) /8 . (l1rx) . (m1ry) • (n1rz) 'f/limn x, y, z = ✓ ~ sin --;;- SIIl -b- sm -; 

and (3.166) 
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The expansion of the Green's function is therefore: 
00 

G(x,x') =~ L 
1rabc i.m,n;l 

sin (-1:-x) sin (-l:_x') sin ( m;y) sin ( m;y') sin (-n;_z) sin ( n:z') 
x _________ (_1_2 __ m_2 __ n_2) ________ _ 

2 + -b2 + 2 a C 

(3.167) 

To relate expansion (3.167) to the type of expansions obtained in 
Sections 3.8 and 3.10, namely, (3.125) for spherical coordinates and 
(3.148) for cylindrical coordinates, we write down the analogous expansion 
for the rectangular box. If the x and y coordinates are treated in the 
manner of (0, </,) or(</,, z) in those cases, while the z coordinate is singled 
out for special treatment, we obtain the Green's function: 

G( ') lfur ~ • (lwx) • (l'TT'x') • (mrry) • (m1ry') x, x = - ~ sm - sm - sm - sm --
ab i,m=l a a b b 

X [sinh (KimZ<) sinh (Kim(c - Z>))] (3.168) 
Kim sinh (Kime) 

where Kim= 1r(!: + ;:)½. If (3.167) and (3.168) are to be equal, it must 

be that the sum over n in (3.167) is just the Fourier series representation 
on the interval (0, c) of the one-dimensional Green's function in z in 

(3.l 68): , ') 
,:o sin ( n1rz ( ) 

sinh (K,mz<) s.inh (Kim(c - Z>)) = ~ L c <>. sin ~ 

K,m smh (K,m c) c,=1 K,m• + (:"J C 

(3.169) 

The verification that (3.169) is the correct Fourier representation is left as 
an exercise for the reader. 

Further illustrations of this technique will be found in the problems at 
the end of the chapter. 

3.12 Mixed Boundary Conditions; Charged Conducting Disc 

The potential problems discussed so far in this chapter have been of the 
orthodox kind in which the boundary conditions are of one type ( usually 
Dirichlet) over the whole boundary surface. In the uniqueness proof for 
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solutions of Laplace's or Poisson's equation (Section 1.9) it was pointed 
out, however, that mixed boundary conditions, where the potential is 
specified over part of the boundary and its normal derivative is specified 
over the remainder, also lead to well-defined, unique, boundary-value 
problems. There is a tendency in existing textbooks to mention the 
possibility of mixed boundary conditions when making the uniqueness 
proof and to ignore such problems in subsequent discussion. The reason, 
as we shall see immediately, is that mixed boundary conditions are much 
more difficult to handle than the normal type. 

To illustrate the difficulties encountered with mixed boundary con­
ditions we consider the apparently simple problem of an isolated, infinitely 
thin, flat, circular, conducting disc of radius a with a total charge q placed 
on it, as shown in Fig. 3 .11. The charge distributes itself over the disc in 
such a way as to make its surface an equipotential. We wish to determine 
the potential everywhere in space and the charge distribution on the disc. 

From the geometry of the problem we see that the potential is symmetric 
about the axis of the disc and with respect to the plane containing the disc. 
If cylindrical coordinates are chosen with the axis of the disc as the z axis 
and the origin at the center of the disc, the potential must therefore be of 
the form [from (3.110)], 

<l>(p, z) = J. 00 dkf(k)e-klzlJ0(kp) (3.170) 

The unknown function f(k) must be determined from the boundary 
conditions at z = 0. If the potential were known everywhere over the 
whole z = 0 plane,/(k) could be found by inverting the Hankel transform, 
as in going from (3.110) to (3.113). Unfortunately the boundary con­
ditions at z = 0 are not that simple. For O < p ~awe do know that the 
potential is constant at an unknown value, <I> = V = q/C, where C is the 
capacitance of the disc. But for a < p < CXJ, the potential is unknown. 
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From symmetry, however, we know that the normal derivative of the 
potential vanishes there. Thus the boundary conditions are mixed: 

<I>(p, 0) = V, for O < p < a } 

a<I> (3.111) 
az (p, 0) = 0, for a < p < 00 

The connection between the potential of the disc V and the total charge q 
on it will be established by the fact that at large distances (p and/or z ~ a) 
the potential must approach q/(p2 + z2)½. From (3.170) and an identity 
of Problem 3.12c this requirement can be seen to imply 

lim/(k) = q (3.172) 
k➔O 

When boundary conditions (3.171) are applied to the general solution 
(3.170), there results a pair of integral equations of the first kind: 

f' dkf(k)J0(kp) = V, for O < p ,,; a 

r dk kf(k)JJ._kp) = 0, for a< p < oo 

(3.173) 

Such pairs of integral equations, with one of the pair holding over one 
part of the range of the independent variable and the other over the other 
part of the range, are known as dual integral equations. The general theory 
of dual integral equations is complicated and not highly developed. But 
the charged disc problem and variations of it have received considerable 
attention over the years. H. Weber (1873) first solved the present problem 
by using certain discontinuous integrals involving Bessel functions. 
Titchmarsh, p. 334, uses Mellin transforms to effect a solution of a some­
what more general pair of dual integral equations. E. T. Copson [Proc. 
Edin. Math. Soc. (2), 8, 14 (1947)] reduces the disc problem to an integral 
equation for the surface-charge density of the Abel type. Tranter, p. 50 
and Chapter VIII, considers slight generalizations of the pair (3.173). He 
introduces a systematic technique of finding the most general form satis­
fying the homogeneous member of the pair and then delimiting that form 
by substitution into the other equation. The Wiener-Hopf technique can 
also be used. 

For our purposes it is sufficient to observe that the dual integral 
equations, 

f.00 
dy g(y)J .(yx) = x", 

J.00dy y g(_y)Jn(yx) = 0, 

for O < x < 1 

(3.174) 

for 1 < x < oo 
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have the solution, 

2r(n + 1) . r(n + 1) (2)¼ 
g(y) = ✓;r(n + ½) 1n(y) = r(n + ½) y J n+½CY) (3.175) 

In this relation jn(Y) is the spherical Bessel function of order n (see Section 
16.1). For the set of equations (3.173) the variables are x = p/a and 
y = ka, while n = 0. Thus the solution is 

f(k) = 3 Va j0(ka) = ~ va(sin ka) 
'1T 1r ka 

(3.176) 

Remembering the connection (3.172) which determines the potential V 
in terms of the charge q, we find 

1rq V=--
2a 

This shows that the capacitance of a disc of radius a is 

C=~a 
'TT 

This value was experimentally established with remarkable precision by 
Cavendish ( ca. 1780) by comparing the charges on a disc and a sphere at 
the same potential. 

The potential anywhere in space is found from (3.170) and (3.176) to be 

<l>(p, z) = qioo dk sin ka e-klzl Jo(kp) 
o ka 

(3.177) 

Values of the potential along the axis and in the plane of the disc can be 
found readily by putting p = 0 and z = 0 in (3.177). The results are 

<l>(O, z) =!tan-• ( ~) 

((>(p, 0) = 
! sin-1 (;), 

1rq 

2 a' 

for p > a 

for O < p < a 

For arbitrary p and z the integral can be transformed into Weber's form 
of the solution: 

<l>(p, z) = q sin-1 [ 2a ] (3.178) 
.J (p - a )2 + z2 + .J (p + a )2 + z2 
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The charge density a(p) on the surface of the disc is given by 

1 ocIJ ioo a(p) = - - - (p, 0) = _g_ dk sin ka Jo(kp) 
21r az 21T'a 0 

The integral is a well-known discontinuous integral which vanishes for 
p > a. For p < a, the charge density is 

a(p) = _!I_ , 1 
27Ta ✓a2 _ p2 

(3.179) 

The (integrable) infinity in a(p) for p-. a is a mathematical singularity 
which results from the assumption of an infinitely thin disc. In practice 
the charge is repelled to the outer regions of a thin disc approximately 
according to (3.179), but near the edge the distribution levels off to a large, 
but finite, value which depends on the detailed construction of the disc. 

We have discussed the charged conducting disc in cylindrical coordinates 
in order to illustrate the complications of mixed boundary conditions. 
For this particular example, the mixed boundary conditions can be avoided 
by separating Laplace's equation in elliptic coordinates. Then the disc 
can be taken to be the limiting form of an oblate spheroidal surface. See, 
for example, Smythe, pp. 111, 156, or Jeans, p. 244. 
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PROBLEMS 

3.1 The surface of a hollow conducting sphere of inner radius a is divided into 
an even number of equal segments by a set of planes whose common line of 
intersection is the z axis and which are distributed uniformly in the angle cf,. 
(The segments are like the skin on wedges of an apple, or the earth's 
surface between successive meridians of longitude.) The segments are kept 
at fixed potentials ± V, alternately. 

(a) Set up a series representation for the potential inside the sphere for 
the general case of 2n segments, and carry the calculation of the coefficients 
in the series far enough to determine exactly which coefficients are different 
from zero. For the nonvanishing terms, exhibit the coefficients as an 
integral over cos 0. 

(b) For the special case of n = l (two hemispheres) determine explicitly 
the potential up to and includif1:g all terms with I = 3. By a coordinate 
transformation verify that this reduces to result (3.37) of Section 3.3. 

3.2 Two concentric spheres have radii a, b (b > a) and are divided into two 
hemispheres by the same horizontal plane. The upper hemisphere of the 
inner sphere and the lower hemisphere of the outer sphere are maintained 
at potential V. The other hemispheres are at zero potential. 

Determine the potential in the region a s r s b as a series in Legendre 
polynomials. Include terms at least up to 1 = 4. Check your solution 
against known resuits in the limiting cases b - co, and a --,. 0. 

3.3 A spherical surface of radius R has charge uniformly distributed over its 
surface with a density Q/41rR2, except for a spherical cap at the north pole, 
defined by the cone O = <X. 

(a) Show that the potential inside the spherical surface can be expressed 
as 

00 

Q"" 1 ,z 
(() = 2 Lt 21 + 1 [Pi+i<cos <X) - P 1_i(cos a)] Rz+i Pi(cos 0) 

l=O 

where, for I = 0, Pz_i(cos ex) = -1. What is the potential outside? 
(b) Find the magnitude and the direction of the electric field at the origin. 
(c) Discuss the limiting forms of the potential (a) and electric field (b) as 

the spherical cap becomes (1) very small, and (2) so large that the area 
with charge on it becomes a very small cap at the south pole. 

3.4 A thin, flat, conducting, circular disc of radius R is located in the x-y plane 
with its center at the origin, and is maintained at a fixed potential V. With 
the information that the charge density on a disc at fixed potential is 
proportional to (R2 - p2)-½, where p is the distance out from the center of 
the disc, 

(a) show that for r > R the potential is 

2V R ~ (-l)Z (R\2i 
tl>(r, 0, ,J,) =-;;-; Lt 21 + 1 -; J Pu(cos 0) 

l-0 

(b) find the potential for r < R. 
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3.5 A hollow sphere of inner radius a has the potential specified on its surface 
to be cI> = V(8, rf,). Prove the equivalence of the two forms of solution for 
the potential inside the sphere: 

(a) cI>(x) = a(a2 - r2)J V(O', ¢') dO' 
4rr (r2 + a2 - 2ar cosy)½ 

where cosy = cos() cos 0' + sin 0 sin 8' cos (1> - </>'). 

a:.i l ( )l 
cI>(x) = 2 ,L Aim ~ Yzm(O, </>) 

l=O m=-l 

(b) 

where Aim = f dO: Yz!i(O', </,')V(O', ef/). 

3.6 A hollow right circular cylinder of radius b has its axis coincident with the 
z axis and its ends at z = 0 and z = L. The potential on the end faces is 
zero, while the potential on the cylindrical surface is given as V(t/>, z). 
Using the appropriate separation of variables in cylindrical coordinates, 
find a series solution for the potential anywhere inside the cylinder. 

3.7 For the cylinder in Problem 3.6 the cylindrical surface is made of two 
equal half-cylinders, one at potential V and the other at potential - V, so 
that 

1T 11 

V for - - < ef, < -
2 2 

V(t/>, z) = 
1T 31r 

- V for 2. < r/> < 2 

(a) Find the potential inside the cylinder. 
(b) Assuming L ► b, consider the potential at z = L/2 as a function of p 

and 'P and compare it with two-dimensional Problem 2.8. 
3.8 Show that an arbitrary function f(x) can be expanded on the interval 

0 < x < a in a modified Fourier-Bessel series 

f(x) = i A,J,(y,. ~) 
n=l 

where Yvn is the nth root ~~x) = 0,, and the coefficients An are given by 

A 0 = •( •~) 2 J." f(xpJ,(y,. ~) dx 
a I - - 2 J., (Y.,n) 

Y11n 

3.9 An infinite, thin, plane sheet of conducting material has a circular hole of 
radius a cut in it. A thin, flat disc of the same material and slightly smaller 
radius lies in the plane, filling the hole, but separated from the sheet by a 
very narrow insulating ring. The disc is maintained at a fixed potential V,, 
while the infinite sheet is kept at zero potential. 

(a) Using appropriate cylindrical coordinates, find an integral expression 
involving Bessel functions for the potential at any point above the plane. 
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(b) Show that the potential a perpendicular distance z above the center 
of the disc is 

<l>o(z) = v(1 - z ) 
Va2 + z2 

(r) Show that the potential a perpendicular distance z above the edge of 
the disc is 

V [ kz ] <l>a(z) = - 1 - - K(k) 
2 1TQ 

where k = 2a/(z2 + 4a2)!i, and K(k) is the complete elliptic integral of the 
first kind. 

3.10 Solve for the potential in Problem 3.2, using the appropriate Green's 
function obtained in the text, and verify that the answer obtained in this 
way agrees with the direct solution from the differential eguation. 

3.11 A line charge of length 2d with a total charge Q has a linear charge density 
varying as (d2 - z2), where z is the distance from the midpoint. A grounded, 
conducting, spherical shell of inner radius b > dis centered at the midpoint 
of the line charge. 

(a) Find the potential everywhere inside the spherical shell as an 
expansion in Legendre polynomials. 

(b) Calculate the surface-charge density induced on the shell. 
(c) Discuss your answers to (a) and (b) in the limit that d ~ b. 

3.12 (a) Verify that 

~ o(p - p') = f 00
kJrii(kp)Jm(kp') dk 

P Jo 

(b) Obtain the following expansion: 

(c) By appropriate limiting procedures prove the fo11owing expansions: 

00 

eikpcos<J, = L ;meimef>Jm(kp) 

rn = -oo 

(d) From the last result obtain an integral representation of the Bessel 
function: 

J (x) = _l_ i2
"eixcosef,-im,/,d,-f-. 

m 2 "'m 'f' 
1Tl 0 

Compare the standard integral representations. 
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3.13 A unit point charge is located at the point (p', ¢,', z') inside a grounded 
cylindrical box defined by the surfaces z = o. z = L, p = a. Show that the 
potential inside the box can be expressed in the following alternative forms: 

, 4 ., "" e•m<l -1'> J m c•~•'} m( x,.:') 
<I>(x, x) = - L L-----

a m= -co n=l XmnJ! +i<xmn) sinh (Xm;L) 

x sinh [ "';• z<] sinh [ "':;"' (L - z >)] 

<I>(x, x') = L!2 

im(r/, -,f,'} • (k-rrZ) • (k-rrz')J (XmnP)' J (XmnP') co co coe Sin - Sin - m-- m--

X L ~ L L 2 L2 a a 

m--w k-1 •-1 [ (";•) + ('7J}~+l(x,.J 

Discuss the relation of the last expansion (with its extra summation) to the 
other two. 

3.14 The walls of the conducting cylindrical box of Problem 3.13 are all at zero 
potential, except for a disc in the upper end, defined by p = b, at potential V. 

(a) Using the various forms of the Green's function obtained in Problem 
3.13, find three expansions for the potential inside the cylinder. 

(b) For each series, calculate numerically the ratio of the potential at 
p = 0, z = L/2 to the potential of the disc, assuming b = L/4 = a/2. Try 
to obtain at least two-significant-figure accuracy. Is one series less rapidly 
convergent than the others? Why? 

(Jahnke and Emde have tables of J0 and J1 on pp. 156-163, / 0 and 11 on 
pp. 226-229, (2/-rr)K0 and (2/1r)K1 on pp. 236-243. Watson also has 
numerous tables.) 



4 

Multipoles, Electrostatics of 
Macroscopic Media, 
Dielectrics 

This chapter is first concerned with the potential due to localized 
charge distributions and its expansion in multi poles. The development is 
made in terms of spherical harmonics, but contact is established with the 
rectangular components for the first few multipoles. The energy of a 
multipole in an external field is then discussed. The macroscopic equations 
of electrostatics are derived by taking into account the response of atoms 
to an applied field and by suitable averaging procedures. Dielectrics and 
the appropriate boundary conditions are then described, and some 
typical boundary-value problems with dielectrics are solved. Simple 
classical models are used to illustrate the main features of atomic polariza­
bility and susceptibility. Finally the question of electrostatic energy in the 
presence of dielectrics is discussed. 

4.1 Multipole E~pansion 

A localized distribution of charge is described by the charge density 
p(x'), which is nonvanishing only inside a sphere of radius R* around some 
origin. The potential outside the sphere can be written as an expansion in 
spherical harmonics: 

(4.1) 

• The sphere of radius R is an arbitrary conceptual device employed merely to divide 
space into regions with and without charge. 

98 
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where the particular choice of constant coefficients is made for later 
convenience. Equation (4.1) is called a multipole expansion; the / = 0 
term is called the monopole term, l = 1 is the dipole term, etc. The 
reason for these names becomes clear below. The problem to be solved 
is the determination of the constants qim in terms of the properties of the 
charge density p(x'). The solution is very easily obtained from the 
integral (1.17) for the potential: 

<l>(x) =f p(x') d3x' 
Ix- x'j 

with expansion (3.70) for 1/lx - x'I . Since we are interested at the 
moment in the potential outside the charge distribution, r < = r' and 
r> = r. Then we find: 

<t>(x) = 411 2 21 ~ 1 [J Yi: ((J1, <f,')r' 1p(x') d3x'] Yz~~~~ </>) (4.2) 
Z,m 

Consequently the coefficients in (4.1) are: 

q zm = I Yi!i (0', <f,')r'zp(x') d3x' (4.3) 

These coefficients are called multipole moments. To see the physical inter­
pretation of them we exhibit the first few explicitly in terms of cartesian 
coordinates: 

1 f ( ') da , 1 (4 4) qoo = .J4-rr p X x = ✓4Tr q • 

q11 = - J{; f (x' - iy')p(x') d3x' = -J{; (Pai - ip11) 

(4.5) 

(4.6) 

q20 = ! ✓ 5 f (3z'2 - r'2)p(x') d3x, = ! J 5 Q33 
2 4-rr 2 4-rr 

Only the moments with m > 0 have been given, since (3.54) shows that for 
a real charge density the moments with m < 0 are related through 

(4.7) 
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In equations (4.4)--(4.6), q is the total charge, or monopole moment, pis 
the electric dipole moment: 

p = f x' p(x') d3x' (4_8) 

and QH is the quadrupole moment tensor: 

Q,; = f (3x/ x/ - r'2'5H)p(x') d3x' (4.9) 

We see that the !th multipole coefficients [(2/ + 1) in number] are linear 
combinations of the corresponding mu.1tipoles expressed in rectangular 
coordinates. The expansion of cJ>(x) directly in rectangular coordinates: 

q P • X 1""' X-:t-
ct>(x) = - + - + - L... Qii --¼-2 + · • • (4.10) 

r ,.S 2 i,i r 

by direct Taylor's series expansion of 1/lx - x'I will be left as an exercise 
for the reader. It becomes increasingly cumbersome to continue the 
expansion in (4.10) beyond the quadrupole terms. 

The electric field components for a given multipole can be expressed 
most easily in terms of spherical coordinates. The negative gradient of a 
term in (4.l) with definite/, m has spherical components: 

E _ 47r(l + l) Yim(0, cp) 
, - 21 + 1 qlm rl+2 

4rr 1 a 
E8 = ---q --Y. (0 .J.) 2J + } !m rt+ 2 0(} Im , 't' 

E _ _ 41r _1_ im y; (O ,i.) 
" - 21 + 1 q lm rlH sjn 0 lm ' 't' 

(4.11) 

o Yim/o0 and Y1.,,/sin O can be expressed as linear combinations of other 
Y,m's, but the expressions are not particularly illuminating and so will be 
omitted. The proper way to describe a vector multipole field is by vector 
spherical harmonics, discussed in Chapter 16. 

For a dipole p along the z axis, the fields in (4.11) reduce to the familiar 
form: 

E = 2pcos 0 
r ,.S 

E9 = p sin 0 
r3 

E4> = 0 

(4.12) 

These dipole fields can be written in vector form by recombining (4.12) or 
by directly operating with the gradient on the dipole term in (4.10). The 



[Sect. 4.2] Multipoles, Electrostatics of Macroscopic Media, Dielectrics 101 

result for the field at a point x due to a dipole p at the point x' is: 

E(x) = Jn(p • n) - p (4.13) 
Ix- x'la 

where n is a unit vector directed from x' to x. 

4.2 Multipole Expansion of the Energy of a Charge Distribution in an 
External Field 

If a localized charge distribution described by p(x) is placed in an 
external potential <I>(x), the electrostatic energy of the system is: 

W = f p(x)<Ii(x) d3x (4.14) 

If the potential <I> is slowly varying over the region where p(x) is non­
negligible, then it can be expanded in a Taylor's series around a suitably 
chosen origin: 

<D(x) = <D(O) + x • V<D(0) + ! ""°"' xixi o2<I> (0) + · · · (4.15) 
2L4' oxiox1 

1 ' 

Utilizing the definition of the electric field E = - V<I>, the last two terms 
can be rewritten. Then ( 4.15) becomes: 

1 "" "y oE -<I>(x) = <ll(O) - X • E(O) - 2 LL xixi ox1 (0) + ... 
i ; i 

Since V • E = 0 for the external field, we can subtract 

tr2V • E(O) 

from the last term to obtain finally the expansion: 

<D(x) = <ll(O) - x • E(O) - ~ ~ ~(3x,x1 - r2<5ii) ;~; (0) + • · • (4.16) 
1 j 

When this is inserted into (4.14) and the definitions of total charge, dipole 
moment (4.8) and quadrupole moment (4.9), are employed, the energy 
takes the form: 

1LL oE W = q<l>(O) - p • E(O) - - Qii - 1 (0) + · · • 
6 ox-

i ; i 

(4.17) 

This expansion shows the characteristic way in which the various multi­
poles interact with an external field-the charge with the potential, the 
dipole with the electric field, the quadrupole with the field gradient, and 
so on. 
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In nuclear physics the quadrupole interaction is of particular interest. 
Atomic nuclei can possess electric quadrupole moments, and their magni­
tudes and signs have a bearing on the forces between neutrons and protons, 
as well as the shapes of the nuclei themselves. The energy levels or states 
of a nucleus are described by the quantum numbers of total angular 
momentum J and its projection M along the z axis, as well as others which 
we will denote by a general index i:x. A given nuclear state has associated 
with it a quantum-mechanical charge density* PJ Mix), which depends 
on the quantum numbers (J, M, «), but which is cylindrically symmetric 
about the z axis. Thus the only nonvanishing quadrupole moment is q00 
in (4.6), or Q33 in (4.9).t The quadrupole moment of a nuclear state is 
defined as the value of (1/e) Q33 with the charge density PJ Mix), where e 
is the protonic charge: 

QJMa = ~ f (3z2 - r2)PJMa(x) d3x (4.18) 

The dimensions of QJ A-Ia are consequently (length)2. Unless the circum­
stances are exceptional (e.g., nuclei in atoms with completely closed 
electronic shells), nuclei are subjected to internal fields which possess field 
gradients in the neighborhood of the nuclei. Consequently, according to 
( 4.17), the energy of the nuclei will have a contribution from the quadrupole 
interaction. The states of different M value for the same J will have 
different quadrupole moments QJ M 01 , and so a degeneracy in M value 
which may have existed will be removed by the quadrupole coupling to the 
"external" (crystal lattice, or molecular) electric field. Detection of these 
smalJ energy differences by radiofrequency techniques allows the deter­
mination of the quadrupole moment of the nucleus.t 

The interaction energy between two dipoles p1 and p2 can be obtained 
directly from ( 4.17) by using the dipole field ( 4.13). Thus, the mutual 
potential energy is 

(4.19) 

where n is a unit vector in the direction (x1 - x2). The dipole-dipole 
interaction is attractive or repulsive, depending on the orientation of the 
dipoles. For fixed orientation and separation of the dipoles, the value of 

"' See Blatt and Weisskopf, pp. 23 ff., for an elementary discussion of the quantum 
aspects of the problem. 

t Actually Qu and Q 22 are different from zero, but are not independent of Q33, being 
given by Q11 = Qu = -½Q33. 

r'The quadrupole moment of a nucleus," denoted by Q, is defined as the value of 
QJJirr. in the state M = J. See Blatt and Weisskopf, foe. cit. 
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the interaction, averaged over the relative positions of the dipoles, is zero. 
If the moments are generally parallel, attraction (repulsion) occurs when 
the moments are oriented more or less parallel (perpendicular) to the line 
joining their centers. For antiparallel moments the reverse is true. The 
extreme values of the potential energy are equal in magnitude. 

4.3 Macroscopic Electrostatics; Effects of Aggregates of Atoms 

The equations 

V • e = 47Tp1 l 
V X E=O 

(4.20) 

govern electrostatic phenomena of all types, provided the "microscopic" 
electric field e is derived from the total "microscopic" charge density p'. 
For problems with a few idealized point charges in the vicinity of mathe• 
matically defined boundary surfaces, equations (4.20) are quite acceptable. 
But there are many physical situations in which a complete specification 
of the problem in terms of individual charges would be impossible. Any 
problem involving fields in the presence of matter is a case in point. A 
macroscopic amount of matter has of the order of l 023 ±fl charges in it, all 
of them in motion to a greater or lesser extent because of thermal agitation 
or zero point vibration. 

Setting aside the question of whether electrostatics can be relevant to a 
situation in which the charges are in incessant motion, let us consider the 
task of handling macroscopic problems with large numbers of atoms or 
molecules. Clearly the solution for the electric field: 

e(x) =f (x - x') p'(x') d3x' 
lx-x'l3 

(4.21) 

is not very suitable, since (a) it involves a charge density p' which must 
specify the exact positions of very many charges, and (b) it fluctuates 
wildly as the observation point moves by only very small distances (of the 
order of atomic dimensions). Fortunately, for macroscopic electrostatics 
we do not want as detailed information as is contained in (4.21). We are 
content with averages of electric field strengths over regions of the order 
of 10-6 cm3 (i.e., 10-2 cm linear dimension) or greater. Since atomic 
volumes are of the order of 10-2:1 cm3, there are of the order of l 018 or more 
atoms in the volumes of macroscopic interest. This means that the micro­
scopic fluctuations will be entirely averaged out. We will wish to deal with 
an average E(x) and p'(x). The averages will be over a macroscopically 
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small volume AV, large enough, however, to contain very many atoms or 
molecules: 

(E(x)) = _!__ f e(x + ;) d3~ 
AV AV 

(p'(x)> = _!_f p'(x + ~) d3; 
AV ..'.lV 

(4.22) 

The averaged quantities are denoted by angle brackets ( ) ; the variable 
; ranges over the volume AV. 

The averaging procedure now allows us to answer the question of 
whether it is legitimate to talk in static terms when the charges in matter 
are in thermal motion. At any instant of time the very many charges in 
the volume AV will be in all possible states of motion. An average over 
them at that instant will yield the same result as an average at some later 
instant of time. Hence, as far as the averaged quantities are concerned, 
it is legitimate to talk of static fields and charges.* Furthermore, the 
averaging can be done as if the atomic charges were fixed in space at the 
positions they have at some arbitrary instant. Hence the situation can be 
regarded as electrostatic even at the microscopic level for purposes of 
calculation. 

In the treatment of macroscopic electrostatics it is useful to break up 
the averaged charge density (p'(x)) into two parts, one of which is the 
averaged charge of the atomic or molecular ions, or excess free charge 
placed in or on the macroscopic body, and the other of which is the 
induced or polarization charge. In the absence of external fields, atoms 
or molecules may or may not have electric dipole moments, but if they do, 
the moments are randomly oriented. In the presence of a field, the atoms 
become polarized ( or their permanent moments tend to align with the 
field) and possess on the average a dipole moment These dipole moments 
can contribute to the averaged charge density <p'(x)). Since the induced 
dipole moments tend to be proportional to the applied field, we will find 
that the macroscopic version of (4.20) will involve only one constant to 
characterize the average polarizability of the medium involved. 

To see how the induced dipole moments enter the problem we first 
consider the microscopic field due to one molecule with center of mass at 
the point x1 in Fig. 4.1 while the observation point is at x. The molecular 
charge density is p/(x'), where x' is measured from the center of mass of 
the molecule. It should be noted that p/ in general depends on the position 
of x1 of the molecule, since the distortion of the charge cloud depends on 
the local field present. The microscopic electric field due to the jth 

* This ignores the very small (at room temperature) induction and radiation fields due 
to the acceleration of the charges in their thermal motion. 
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Fig. 4.1 A molecule with center of 
mass at X; gives a contribution to 
the potential at the point P with 
position x. The internal coordinate 
x' is measured from the center of 

mass. 

molecule is 

E;{x) = -V I p/(x') l , d3x' 
Jmol jx - X; - X I 

p 

(4.23) 

For observation points outside the molecule we can expand in multipoles 
around the center of mass of the molecule. According to (4.10), this leads 
to 

eix) = -V[ ei + V1( l ) • p1 + • • •] (4.24) 
Ix - x 11 Ix - X;I 

where 
e. = ( p -'(x') d3x' 

' Jmol 1 

Pi = ( x' p/(x') cfJx' 
.,mol 

(4.25) 

are the molecular charge and the dipole moment, respectively. The 
quadrupole term in (4.10) could have been retained, but as long as the 
macroscopic variations of field occur over distances large compared to 
molecular dimensions it contributes negligibly to the averaged field 
relative to the dipole term. Both e1 and P; are functions of the position of 
the molecule. 

To obtain the microscopic field due to all the molecules we sum over j: 

E(X)= -vL[ e; +P;•V;( 1 )] 
i [x - x 11 Ix - X;I 

(4.26) 

We now want to average according to (4.22) in order to obtain a macro­
scopic field. To facilitate this averaging procedure we replace the discrete 
sum over the molecules by an integral by introducing apparently con­
tinuous charge and polarization densities : 

pmo1(x) = t e/>(x - x,-) 1} 
(4.27) 

7tmo1(x) = 2 P;<5(x - ~;) 
j 
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Then ( 4.26) can be rewritten formally as: 

£(x) = -VJJ-3x"[ Pmoi(x") + 1tmo1(x'') • V"( l )] (4.28) 
Ix - x"I Ix - x"I 

To illustrate the averaging process we consider the first term in (4.28). 
The averaged value is, by (4.22): 

(ei(x)) = -v[-1- f da~fdax" Pn101(x,,) ] (4.29) 
a V J t.v Ix + ; - x"I 

where we have used the fact that differentiation and averaging can be 
interchanged. If the variable of integration x" is replaced by x" = x' + ;, 
then 

(ei(x)) = -V[-1-J da!fdsx, Pmo1(x' + ~)] (4.30) 
av dV Ix - :x'I 

The equality of (4.29) and (4.30) shows the obvious equivalence of averag­
ing by means of moving the observation point around the volume Li V 
centered at x and averaging by moving the integration point over the 
molecules in a volume a V centered around x'. From definition (4.27) it 
is clear that the integral of Pmot over the volume Li Vat x' just adds up all 
the molecular charges e1 inside AV: 

__!__ r d8~pmo1(x' + ;) = J_ 2 e; 
Avlav AV t.v 

If the macroscopic density of molecules at x' is N(x') molecules per unit 
volume and (emoL(x')) is the average charge per mofocule within the volume 
a Vat x', then 

- 1- f d3~pmo1(x' + ~) = N(x')(emo1(x 1

)) (4.31) 

AV., ~v 

Now (4.30) can be written 

(Ei(x)) = -Vf N(x')(emo1(x')) d3x, 
lx-x'I 

Exactly similar considerations can be made for the second term in (4.28). 
With the same definitions of averages we have 

-

1 -J d

3~7Cmo1(x' + ;) = N(x

1 )(Pmo1(x')> (4.32) av av 

Then the averaged form of (4.28) is given by: 

(e(x)) = -VJN(x'){(emoi(x')) + (Pmo1(x')) • V'( l )} d3x' (4.33) 
Ix - x'I Ix - x'j 
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To obtain the macroscopic equivalent of ( 4.20) we take the divergence of 
both sides. Recalling that v'2(1/lx - x'I) = -41ra(x - x'), we find: 

V • (E{x)) = 47T f N(x'){ (emo1(x'))a(x - x') + (Pmo1(x')) • V'~(x - x')} d3x' 

From the properties of the delta function (Section 1.2) it follows that 

(4.34) 

This is of the form of the first equation of ( 4.20) with the charge density p' 
replaced by two terms, the first being the average charge per unit volume 
of the molecules and the second being the polarization charge per unit 
volume. The presence of the divergence in the polarization-charge density 
seems very natural when one thinks of how this part of the charge density is 
created. If we consider a small volume in the medium, part of the charge 
inside that volume may be due to the net charges on the molecules. But 
there is a contribution arising from the polarization of the charge cloud of 
the molecules in an external field, since, for example, molecules whose 
charge once lay totally inside the volume may now have part of their 
charge cloud outside the volume in question. If the polarization is uniform 
over the space containing our small volume, then as much charge will be 
brought in through the surface of the volume as will leave it, and there will 
be no net effect. But if the polarization is not uniform, there can be a net 
increase or decrease of charge within the volume, as indicated schemati­
cally in Fig. 4.2. This is the physical origin of the polarization-charge 
density. 

In (4.34) the two divergences can be combined so that the equation 
reads: 

(4.35) 

It is customary to introduce certain macroscopic quantities, name]y, the 
electric field E, the polarization P (electric dipole moment per unit volume), 

Fig. 4.2 Origin of polarization-charge density. 
Because of spatial variation of polarization more 
molecular charge may leave a given small volume 

than enters it. 
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the charge density p, and the displacement D, defined as follows: 

E = (E) 

P = N(Pmol) 

P = N(emol) 

D = E + 41rP 

(4.36) 

If there are ~everal different kinds of atoms or molecules in the medium 
and perhaps extra charge is added, these definitions have the obvious 
generalizations: 1 

p = -tN/pi) l 
p = "tNi(ei) + Pex j (4.37) 

where Ni is the number of molecules of type i per unit volume, (ei) is their 
average charge, and (Pi) is their average dipole moment. Pex is the excess 
(or free) charge density. Usually the molecules are neutral, and the total 
charge density pis just the free charge density. 

With the definitions of (4.36) or (4.37), the macroscopic divergence 
equation becomes: 

V • D = 41rp (4.38) 

The macroscopic equivalent of the other member of the pair (4.20) can be 
obtained by taking the curl of (4.33). Obviously the result is 

V >< E = 0 (4.39) 

For macroscopic electrostatic problems in the presence of dielectrics, 
(4.38) and (4.39) replace the microscopic equations (4.20). 

The solution for the electric field (4.33) can be expressed in terms of the 
macroscopic variables as 

E(x) = -Vfd3xJ[ p(x') + P(x') · V'( 1 )] (4.40) 
Ix - x'I Ix - x'[ 

The second term, describing the dipole field, has already been discussed in 
Section 1. 6. 

4.4 Simple Dielectrics and Boundary Conditions 

It was mentioned in the previous section that the molecular polarization 
depends on the local electric field at the molecule. In the absence of a 
field there is no average polarization.* This means that the polarization 

"' Except for electrets, which have a permanent e1ectric polarization. 
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P, which is in general a function of E, can be expanded as a powers series 
in the field, at least for small fields. Any component will have an expansion 
of the form: 

Pi= 2,aHE; + 2,biikE;Ek + • • · 
J i,k 

A priori it is not clear how important the higher terms will be in practice. 
Experimentally it is found that the polarization as a function of applied 
field looks qualitatively as shown in Fig. 4.3. At normal temperatures and 
for fields attainable in the laboratory the linear approximation is completely 
adequate. This is not surprising if it is remembered that interatomic 
electric fields are of the order of 109 volts/cm. Any external field causing 
polarization is only a small perturbation. For a general anisotropic 
medium (e.g., certain crystals such as calcite and quartz), there can be six 
independent elements aw But for simple substances, called isotropic, P 
is parallel to E with a constant of proportionality Xe which is independent 
of the direction of E. Then p = XeE (4.41) 

The constant Xe is called the electric susceptibility of the medium. We 
then find the displacement proportional to E: 

where 

is the dielectric constant. 

D = E"E (4.42) 

(4.43) 

If the dielectric is not only isotropic, but also uniform, E is independent 
of position. Then the divergence equation can be written 

47T 
V-E=-p 

€ 

(4.44) 

and all problems in that medium are reduced to those of previous chapters, 
except that the electric fields produced by given charges are reduced by a 

Fig. 4.3 Components of polariza~ 
tion as a function of applied 

electric field. 
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Region 2 

E2 

Region 1 

s 
Fig. 4.4 

factor 1/£. The reduction can be understood in terms of a polarization of 
the atoms which produce fields in opposition to that of the given charge. 
One immediate consequence is that the capacitance of a ca pacitoris increased 
by a factor of '= if the empty space between the electrodes is filied with a di­
electric with dielectric constant '= (true only to the extent that fringing fields 
can be neglected). 

An important consideration is the boundary conditions on the field 
quantities E and D at surfaces where the dielectric properties vary dis­
continuously. Consider a surface Sas shown in Fig. 4.4. The unit vector 
n is normal to the surface and points from region 1 with dielectric constant 
£1 to region 2 with dielectric constanl t:2. In exactly the same manner as in 
Section 1.6 we find, by taking a Gaussian pill box with end faces in regions 
I and 2 parallel to the surface S, that 

(D2 - D1) • n = 4rra (4.45) 

where a is the surface-charge density (not including polarization charge). 
Similarly, by applying Stokes's theorem to V >< E = 0, we find that 

(E1 - ~) X n = 0 (4.46) 

These boundary conditions on the normal component of D and the 
tangential component of E replace the microscopic conditions (1.22) and 
below. The macroscopic equivalent of (1.22) can be recovered from (4.45) 
by extracting the polarization-charge density from the left-hand side. 

4.5 Boundary-Value Problems with Dielectrics 

The methods of previous chapters for the solution of electrostatic 
boundary-value problems can readily be extended to handle the presence 
of dielectrics. In this section we will treat a few examples of the various 
techniques applied to dielectric media. 
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To iJlustrate the method of images for dielectrics we consider a point 
charge q embedded in a semi-infinite dielectric €1 a distanced away from a 
plane interface which separates the first medium from another semi-infinite 
dielectric E"2• The surface may be taken as the plane z = 0, as shown in 
Fig. 4.5. We must find the appropriate solution to the equations: 

and 

E1 V • E = 47T p, 

€2V • E = 0, 

V x E = 0, 

z > 0 1 

:v~here } 

subject to the boundary conditions at z = 0: 

(4.47) 

(4.48) 

Since V x E = 0 everywhere, E is derivable in the usual way from a 
potential <I>. In attempting to use the image method it is natural to locate 
an image charge q' at the symmetrical position A' shown in Fig. 4.6. Then 
for z > 0 the potential at a point P described by cylindrical coordinates 
(p, cf,, z) will be 

z>O (4.49) 

where R
1 

= V p2 + (d - z) 2

, R
2 

= V p2 + (d + z) 2

• So far the pro­
cedure is completely analogous to the problem with a conducting material 
in place of the dielectric e2 for z < 0. But we now must specify the potential 
for z < 0. Since there are no charges in the region z < 0, it must be a 
solution of Laplace's equation without singularities in that region. Clearly 
the simplest assumption is that for z < 0 the potential is equivalent to that 
of a charge q" at the position A of the actual charge q: 

1 q" z<O (4.50) <I>=--, 
E2 R1 

1/, 
z 

' ■ 
Fig. 4.5 
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Fig. 4.6 

Since o(l) a(l) d 
Oz R1 z=o = - OZ R2 z=o = (p2 + d2f¾ 

while a ( 1 ) a ( 1 )J -p 
ap R1 z=O = up R2 z=O = (p2 + d2l" 

the boundary conditions ( 4.48) lead to the requirements: 

q - q' = q" 

1 1 
- ( q + q ') = - q fl 
El €2 

These can be solved to yield the image charges q' and q": 

q' = -(E'2 - E1)q 

E2 + E1 

,, ( 2E2 ) q = --q 
E2 + E1 

(4.51) 

For the two cases E2 > E1 and E2 < E1 the lines of force are shown qualita­
tively in Fig. 4.7. 

The polarization-charge density is given by - V • P. Inside either 
dielectric, P = xeE, so that - V • P = - xe V • E = 0, except at the point 
charge q. At the surface, however, Xe. takes a discontinuous jump, 
.1.xe = (1/411)(€1 - EJ as z passes through z = 0. This implies that there 
is a polarization surface-charge density on the plane z = 0: 

apol = -(P2 - P1) • n (4.52) 

where n is the unit normal from dielectric I to dielectric 2, and P, is the 
polarization in the dielectric i at z = 0. Since 
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Fig. 4. 7 Lines of electric force for a point charge embedded in a dielectric E 1 near a semi -
infinite slab of dielectric E 2• 

it is a simple matter to show that the polarization-charge density is 

(4.53) 

In the limit E2 ► E1 the dielectric £2 behaves much like a conductor in that 
the field inside it becomes very small and the surface-charge density (4.53) 
approaches the value appropriate to a conducting surface. 

The second illustration of electrostatic problems involving dielectrics is 
that of a dielectric sphere of radius a with dielectric constant E placed in an 
initially uniform electric field which at large distances from the sphere is 
directed along the z axis and has magnitude £ 0, as indicated in Fig. 4.8. 
Both inside and outside the sphere there are no free charges. Consequently 
the problem is one of solving Laplace's equation with the proper boundary 
conditions at r = a. From the axial symmetry of the geometry we can 

Eo Eo 

Fie:. 4.8 
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take the solution to be of the form: 

INSIDE: 

OUTSIDE: 

ro 

<l>in = LA ir 1P i( cos 0) 
z~o 

GO 

<!>out = .L [Birl + cl,-(l+l)]Pz(cos e) 
l=O 

(4.54) 

(4.55) 

From the boundary condition at infinity (cD---+ -E0z = -E0r cos 0) we 
find that the only nonvanishing Bi is B1 = -E0 . The other coefficients are 
determined from the boundary conditions at r = a: 

1 ocD in 1 ac:D out 

- a ae r =a= - a o() r =a 
TANGENTIAL E: 

NORMAL D: = -
r=a :r=a 

The first boundary condition leads to the relations: 

C1 
A1 = -Eo + -aa 

Ci 
Ai= 2l+l' a 

while the second gives: 
C1 

EA1 = -Eo - 2a 
a 

for I =I= 1 

for l -:f=. 1 

(4.56) 

(4.57) 

(4.58) 

The second equations in (4.57) and (4.58) can be satisfied simultaneously 
only with Ax= Ci= 0 for all! =ft I. The remaining coefficients are given 
in terms of the applied electric field £ 0 : 

( € - 1) a C1 = -- a E0 
E + 2 

The potentiaJ is therefore 

<l>in = -( 3 )E0r cos 0 
e+2 

( E - 1) a3 
<l>out = -E0 r cos 0 + -- E0 2 cos 0 

E + 2 r 

(4.59) 

(4.60) 
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The potential inside the sphere describes a constant electric field 
parallel to the app]ied field with magnitude 

(4.61) 

Outside the sphere the potential is equivalent to the applied field E0 plus 
the field of an electric dipole at the origin with dipole moment: 

( € - 1) 3 p= -- aE0 
E+2 

(4.62) 

oriented in the direction of the applied field. The dipole moment can be 
interpreted as the volume integral of the polarization P. The polarization 
is 

(4.63) 

It is constant throughout the volume of the sphere and has a volume 
integral given by (4.62). The polarization surface-charge density 1s, 
according to (4.52), O'pol = (P • r)/r: 

3 (€ - 1) O'pol = - --- E0 cos 0 
47T E + 2 

(4.64) 

This can be thought of as producing an internal field directed oppositely 
to the applied field, so reducing the field inside the sphere to its value ( 4.61 ), 
as sketched in Fig. 4.9. 

The problem of a spherical cavity of radius a in a dielectric medium with 
dielectric constant E and with an applied electric field E0 parallel to the z 
ax.is, as shown in Fig. 4.10, can be handled in exactly the same way as the 
dielectric sphere. In fact, inspection of boundary conditions (4.56) shows 
that the results for the cavity can be obtained from those of the sphere by 
the replacement £ ~ (1/£). Thus, for example, the field inside the cavity 

Eo Eo ~ _ -

Fig. 4.9 Dielectric sphere in a uniform field £ 0 , showing the polarization on the left 
and the polarization charge with its associated, opposing, electric field on the right. 
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Fig. 4.10. Spherical cavity in a 
dielectric with a uniform field 

applied. 

is uniform, parallel to Eo, and of magnitude; 

]E 
Ein = -- E0 > E0 

2E + 1 
(4.65) 

Similarly, the field outside is the applied field plus that of a dipole at the 
origin oriented oppositely to the applied field and with dipole moment: 

( E - 1) P = --- a3E 
2E + 1 O 

(4.66) 

4.6 Molecular Polarizability and Electric Susceptibility 

In this section and the next we will consider the relation between 
molecular properties and the macroscopically defined parameter, the 
electric susceptibility Xe· Our discussion will be in terms of simple 
classical models of the molecular properties, although a proper treatment 
necessarily would involve quantum-mechanical considerations. Fortu­
nately, the simpler properties of dielectrics are amenable to classical 
analysis. 

Before examining how the detailed properties of the molecules are related 
to the susceptibility we must make a distinction between the fields acting 
on the molecules in the medium and the external field. The susceptibility 
is defined through the relation P = xeE, where E is the macroscopic 
electric field. In rarefied media where molecular separations are large 
there is little difference between the macroscopic field and that acting on 
any molecule or group of molecules. But in dense media with closely 
packed molecules the polarization of neighboring molecules gives rise to 
an internal field Ei at any given molecule in addition to the average 
macroscopic field E, so that the totaJ field at the molecule is E + Ei. The 
internal field can be written as 

(4.67) 
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where sP is the contribution of mo]ecules close to the given molecule, and 
(47T/3)P is the contribution of the more distant molecules. It is customary 
to consider the two parts separately by imagining a spherical surface of size 
large microscopically but small macroscopically surrounding a molecule, 
as shown in Fig. 4.11, and determining the field at the center due to the 
polarization of the molecules exterior to the sphere and the resulting charge 
density induced on the surface of the sphere. This charge density is 
-P • n, where n is the outward normal from the spherica] surface. The 
resulting field at the center is obviously parallel to P and has the magnitude: 

E .Cl) = f. r2 dO. ( - P cos 0)( - cos 0) = 4,r p 
1 sphere r2 3 

(4.68) 

giving the first term in (4.67). 
The field sP due to the molecules near by is more difficult to determine. 

Lorentz (p. 138) showed that for atoms in a simple cubic lattices = 0 at 
any lattice site. The argument depends on the symmetry of the problem, 
as can be seen as foUows. Suppose that inside the sphere we have a cubic 
array of dipoles such as are shown in Fig. 4.12, with all their moments 
constant in magnitude and oriented along the same direction ( remember 
that the sphere is macroscopically small). The positions of the dipoles are 
given by the coordinates "-iik with the components along the coordinate 
axes (ia, ja, ka), where a is the lattice spacing, and i,j, k each take on 
positive and negative integer va1ues. The field at the origin due to all the 
dipoles is, according to (4.13), 

(4.69) 

The x component of the field can be written in the form: • 

Fig. 4.11 Calculation of the internal field­
contribution from distant molecules. 

(4.70) 

n 
Spherical ,,..,...---,, ~-
surface-,.,, ,~ 

I .,,,..,,, 

@t I p 
Molecule 1 

\. I 
' / ...... ...... __ / 
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Fig. 4.12 Calculation of the in­
ternal field-contribution from near­
by molecules in a simple cubic lattice. 

Since the indices run equally over positive and negative values, the cross 
terms involving (ijp2 + ikp,;) vanish. By symmetry the sums: 

~ ~ ~ 

2 (i2 + j: + k2)'½ = _L (i2 +) + k2)% = 2 (i2 + j2 + k2>5"' 
iik tik ijk 

are all equal. Consequently 

E = ""' [3i2 - (i2 + j2 + k2)]P1 = 0 (4.71) 
1 ~ a3( i2 + j2 + k2>5'1. 

ZJlt: 

Similar arguments show that the y and z components vanish also. Hence 
s = 0 for a simple cubic lattice. 

If s = 0 for a highly symmetric situation, it seems p1ausible that s = 0 
also for completely random situations. Hence we expect amorphous 
substances like glass to have no internal field due to near•by molecules. 
Although calculations taking into account the structural details of the 
substance are necessary to obtain an accurate answer, it is a good working 
assumption that s ~ 0 for almost all materials. 

The polarization vector P was defined in ( 4.36) as 

P = N(Pmol} 

where (Pmoi> is the average dipole moment of the molecules. This dipole 
moment is approximately proportional to the electric field acting on the 
molecule. To exhibit this dependence on electric field we define the mole­
cular polarizability YmoI as the ratio of the average molecular dipole 
moment to the applied field at the molecule. Taking account of the internal 
field (4.67), this gives: 

(4.72) 

YmaI is, in principle, a function of the electric field, but for a wide range of 
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field strengths is a constant which characterizes the response of the 
molecules to an applied field (see Section 4.4). Equation (4.72) can be 
combined with (4.36) and (4.67) to yield: 

P = Nrmo1 ( E + 4; P) (4.73) 

where we have assumed s = 0. Solving for P in terms of E and using the 
fact that P = xeE defines the e1ectric susceptibility of a substance, we find 

Xe= 
Nrmol 

41T 
1 - -Nymol 

3 

(4.74) 

as the relation between susceptibility (the macroscopic parameter) and 
molecular polarizability (the microscopic parameter). Since the dielectric 
constant is £ = 1 + 41rt6 , it can be expressed in terms of Ymol• or 
alternatively the molecular polarizability can be expressed in terms of the 
dielectric constant : 

3 (€ - 1) 
Ymol = 477N £ + 2 

(4.75) 

This is called the Clausius-Mossotti equation, since Mossotti (in 1850) and 
Clausius independently (in 1879) established that for any given substance 
(£ - 1)/(£ + 2) should be proportional to the density of the substance.* 
The relation holds best for dilute substances such as gases. For liquids 
and solids, (4.75) is only approximately valid, especially if the dielectric 
constant is large. The interested reader can refer to the books by Bottcher, 
Debye, and Frohlich for further details. 

4.7 Models for the Molecular Polarizabillty 

The polarization of a collection of atoms or molecules arises in two ways: 

(a) the applied field distorts the charge distributions and so produces 
an induced dipole moment in each molecule; 

(b) the applied field tends to line up the initially randomly oriented 
permanent dipole moments of the molecules. 

To estimate the induced moments we will consider a simple model of 

* At optical frequencies, £ = n2, where n is the index of refraction. With n" replacing 
£ in (4.75), the equation is sometimes called the Lorentz-Lorenz equation (1880). 
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harmonically bound charges (electrons). Each charge e is bound under 
the action of a restoring force 

(4.76) 

where m is the mass of the charge, and w0 the frequency of oscillation 
about equilibrium. Under the action of an electric field Ethe charge is 
displaced from its equilibrium by an amount x given by 

mwlx = eE 

Consequently the induced dipole moment is 

e2 
Pmo1= ex =-E 

mroo2 
(4.77) 

This means that the polarizability is y = e2/mw02. If there are Z electrons 
per molecule,_'1 having a restoring force constant mw;2 (1/s = Z), then the 
molecular polarizability due to the electrons is: ; 

e2L f. 
')'el= - -' 

m ro .2 
i 3 

(4.78) 

To get a feeling for the order of magnitude of Yet we can make two 
different estimates. Since y has the dimensions of a volume, its magnitude 
must be ofthe order of molecular dimensions or less, namely Yei ~ 10-23 

cm3• Alternatively, we note that the binding frequencies of electrons in 
atoms must be of the order of light frequencies. Taking a typical wave­
length of light as 3000 angstroms, we find w ~ 6 x 1015 sec-1. Then 
Yet,_,, (e2/mo.i) ,....._, 6 x 10-24 cm3, consistent with the mo1ecular volume 
estimate. For gases at NTP the number of molecules per cubic centimeter 
is N = 2.7 X 1019, so that their susceptibilities should be of the order of 
Xe < I0--4. This means dielectric constants differing from unity by a few 
parts in 103, or less. Experimentally, typical values of dielectric constant 
are 1.00054 for air, 1.0072 for ammonia vapor, 1.0057 for methyl alcohol, 
1.000068 for helium. For solid or liquid dieJectrics, N ,_; 1022 - 1023 

molecules/cm3. Consequently, the susceptibility can be of the order of 
unity (to within a factor 10±1) as is observed.* 

The possibility that thermal agitation of the molecules could modify the 
result ( 4. 78) for the induced dipole polarizability needs consideration. In 
statistical mechanics the probability distribution of particles in phase 

• See Handbook of Chemistry and Physics, Chemical Rubber Publishing Co., or 
American Institute of Physics Handbook, McGraw-Hill, New York, (1957), for tables of 
dielectric constants of various substances. 
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space (p, q space) is proportional to the Boltzmann factor 

exp(-H/kT) (4.79) 

where His the Hamiltonian. In the simple problem of a harmonically 
bound electron with an applied field in the z direction, the Hamiltonian is 

1 m 2 H=-p2 +-rulx -eEz 
2m 2 

(4.80) 

where here p is the momentum of the electron. The average value of the 
dipole moment is 

f d3p f d3x (ez) exp (-HfkT) 
(pmol) = f 

d3p f d3x exp (-HfkT) 

(4.81) 

The integration over (d8p) and (dx dy) can be done immediately to yield 

e f dzzexp [- &(~ •• - eEz)] 

<Pmol) = f [ l ( 2 )] 
dz exp - kT m;o z2 - eEz 

An integration by parts in the numerator yields the result: 

the same as was found in (4.77) by elementary means, ignoring thermal 
motion. Thus the molecular polarizability ( 4. 78) holds even in the presence 
of thermal motion. 

The second type of polarizability is that caused by the partial orientation 
of randomly oriented permanent dipole moments. This orientation polari­
zation is important in °polar" substances such as HCI and H2O and was 
first discussed by Debye (1912). All molecules are assumed to possess a 
permanent dipole moment Po which can be oriented in any direction in 
space. In the absence of a field thermal agitation keeps the molecules 
randomly oriented so that there is no net dipole moment. With an applied 
field there is a tendency to line up along the field in the configuration of 
lowest energy. Consequently there will be an average dipole moment. To 
calculate this we note that the Hamiltonian of the molecule is given by 

(4.82) 
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Fig. 4.13. Variation of molec­
ular polarizability )'mol with 
temperature for polar and non­
polar substances. Ymol is plot-

ted versus T-1. 

where H0 is a function of only the "internal" coordinates of the molecule. 
Using the Boltzmann factor (4.79), we can write the average dipole 
moment as: 

(4.83) 

where we have chosen E along the z axis, integrated out all the irrelevant 
variab]es, and noted that only the component of p0 parallel to the field is 
different from zero. In general, (p0E/kT) is very small compared to unity, 
except at low temperatures. Hence we can expand the exponentials and 
obtain the resuh : 

1 p 2 
<Pmol) ,.._, - - 0 E 

3 kT 
(4.84) 

We note that the orientation polarization depends inversely on the tempera­
ture, as might be expected of an effect in which the applied field must 
overcome the opposition of thermal agitation. 

In general both types of polarization, induced (electronic) and orienta~ 
tion, are present, and the general form of the molecular polarization is 

(4.85) 

This shows a temperature dependence of the form (a+ b/T) so that the 
two types of polarization can be separated experimentally, as indicated in 
Fig. 4.13. For "po1ar" molecules, such as HCl and H2O, the observed 
permanent dipole moments are of the order of an electronic charge times 
10-8 cm, in accordance with molecular dimensions. 
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4.8 Electrostatic Energy in Dielectric Media 

In Section 1.11 we discussed the energy of a system of charges in free 
space. The result 

W = ½ J p(x)cI>(x) d3x (4.86) 

for the energy due to a charge density p(x) and a potential <f>(x) cannot in 
general be taken over as it stands in our macroscopic description of 
dielectric media. The reason becomes clear when we recall how (4.86) was 
obtained. We thought of the final configuration of charge as being 
created by assembling bit by bit the elemental charges, bringing each one 
in from infinitely far away against the action of the then existing electric 
field. The total work done was given by t4.86). With dielectric media 
work is done not on1y to bring real (macroscopic) charge into position, 
but also to produce a certain state of polarization in the medium. If p 
and <f> in ( 4.86) represent macroscopic variables, it is certainly not evident 
that (4.86) represents the total work, including that done on the dielectric. 

In order to be general in our description of dielectrics we will not 
initially make any assumptions about linearity, uniformity, etc., of the 
response of a dielectric to an applied field. Rather, let us consider a small 
change in the energy 6W due to some sort of change dp in the charge 
density p existing in all space. The work done to accomplish this change 
1S 

(4.87) 

where <I>(x) is the potential due to the charge density p(x) already present. 
Since V • D = 4rrp, we can relate the change op to a change in the dis­
placement of t5 D: 

dp = _!_ V .. (<5D) 
471' 

Then the energy change 6 W can be cast into the form~ 

bW = _!_IE. oD d3x 
47T 

(4.88) 

(4.89) 

where we have used E = -VcI> and have assumed that p(x) was a localized 
charge distribution. The total electrostatic energy can now be written 
down formally, at least, by allowing D to be brought from an initial value 
D = 0 to its final value D: 

W = _!_ Jd3x (DE· 6D (4.90) 
41r Jo 
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If the medium is linear, then 

E • 15D = ½<J(E • D) 

and the total electrostatic energy is 

W = ..!._ f E • D d3x 
81T 

(4.91) 

(4.92) 

This last result can be transformed into (4.86) by using E = - V<l> and 
V • D = 4rr p, or by going back to ( 4.87) and assuming that p and Cl> are 
connected linearly. Thus we see that (4.86) is valid macroscopically only 
if the behavior is linear. Otherwise the energy ofa final configuration must 
be calculated from (4.90) and might conceivably depend on the past 
history of the system (hysteresis effects). 

A problem of considerable interest is the change in energy when a 
dielectric object is p1aced in an electric field whose sources are fixed. 
Suppose that initially the electric field E0 due to a certain distribution of 
charges p0(x) exists in a medium of dielectric constant E0 which may be a 
function of position. The initial electrostatic energy is 

1 J 3 W0 = - Eo • D0 d x 
8n 

where D0 = £0E0. Then with the sources fixed in position a dielectric 
object of volume V1 is introduced into the field, changing the field from E0 

to E. The presence of the object can be described by a dielectric constant 
E(x), which has the value e1 inside V1 and e0 outside V1• To avoid mathe­
matical difficulties we can imagine E(x) to· be a smoothly varying function 
of position which falls rapidly but continuously from E1 to Eo at the edge 
of the volume V1. The energy now has the value 

W1 = _!_ f E • D d3x 
81r 

where D = eE. The difference in the energy can be written: 

' 1 J W = - (E • D - Ee, • D0) d3x 
811 

= _!_ J(E • D0 - D • E0) d3x + _!_ J(E + E0) • (D - D0) d3x (4.93) 
8~ 8~ 

The second integral can be shown to vanish by the following argument. 
Since V x (E + E0) = 0, we can write 

E + E0 = -Ve!> 
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Then the second integral becomes: 

Integration by parts transforms this into 

since V • (D - D0) = 0 because the source charge density p0(x) is assumed 
unaltered by the insertion of the dielectric object. Consequently the energy 
change is 

(4.94) 

The integration appears to be over all space, but is actually only over the 
volume V1 of the object, since, outside V1 , D = e0E. Therefore we can 
write 

( 4.95) 

If the medium surrounding the dielectric body is free space, then e0 = 1. 
Using the definition of polarization P, (4.95) can be expressed in the form: 

W = -½f. P • Eo d3x 
V1 

(4.96) 

where P is the polarization of the dielectric. This shows that the energy 
density of a dielectric placed in a field Eo whose sources are fixed is given 
by 

w = -½P • E0 (4.97) 

This result is analogous to the dipole term in the energy (4.17) of a charge 
distribution in an external field. The factor½ is due to the fact that (4.97) 
represents the energy density of a polarizable dielectric in an external field, 
rather than a permanent dipole. It is the same factor ½ which appears in 
(4.91). 

Equations (4.95) and (4.96) show that a dielectric body will tend to 
move towards regions of increasing field E0 provided e1 > e0. To calculate 
the force acting we can imagine a small generalized displacement of the 
body a~. Then there will be a change in the energy oW. Since the charges 
are held fixed, there is no external source of energy and the change in field 
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energy must be compensated for by a change in the mechanical energy of 
the body. This means that there is a force acting on the body: 

(4.98) 

where the subscript Q has been placed on the partial derivative to indicate 
that the sources of the field are kept fixed. 

In practical situations involving the motion of dielectrics the electric 
fields are often produced by a configuration of electrodes held at fixed 
potentials by connection to an external source such as a battery. As the 
distribution of dielectric varies, charge will flow to or from the battery to 
the electrodes in order to maintain the potentials constant. This means that 
energy is being supplied from the external source, and it is of interest to 
compare the energy supplied in that way with the energy change found 
above for fixed sources of the field. We will treat only linear media so that 
(4.86) is valid. It is sufficient to consider smalJ changes in an already 
existing configuration. From (4.86) it is evident that the change in energy 
accompanying the changes op(x) and !5<D(x) in charge density and potential 
is 

(4.99) 

Comparison with (4.87) shows that, if the dielectric properties are not 
changed, the two terms in (4.99) are equal. If, however, the dielectric 
properties are altered, 

(4.100) 

the contributions in ( 4.99) are not necessarily the same. In fact, we have 
just calculated the change in energy brought about by introducing a 
dielectric body into an electric field whose sources were fixed (op = 0). 
The reason for this difference is the existence of the polarization charge. 
The change in dielectric properties implied by (4.100) can be thought of as a 
change in the polarization-charge density. If then (4.99) is interpreted asan 
integral over both free and polarization-charge densities (i.e., a micro­
scopic equation), the two contributions are always equal. However, it is 
often convenient to deal with macroscopic quantities. Then the equality 
holds only if the dielectric properties are unchanged. 

The process of altering the dielectric properties in some way (by moving 
the dielectric bodies, by changing their susceptibilities, etc.) in the presence 
of electrodes at fixed potentials can be viewed as taking place in two steps. 
In the first step the electrodes are disconnected from the batteries and the 
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charges on them held fixed (dp = 0). With the change (4.100) in dielectric 
properties, the energy change is 

owl = ½ I pb<D1 d 3x (4.101) 

where o(J)1 is the change in potential produced. This can be shown to 
yield the result (4.95). In the second step the batteries are connected again 
to the electrodes to restore their potentials to the original values. There 
will be a flow of charge dp2 from the batteries accompanying the change in 
potential* i:5<1> 2 = -o<I>1. Therefore the energy change in the second step 
is 

(4.102) 

since the two contributions are equal. In the second step we find the 
external sources changing the energy in the opposite sense and by twice 
the amount of the initial step. Consequently the net change is 

'5W = -½ I po<I>1 d3x (4.103) 

Symbolically 
(4.104) 

where the subscript denotes the quantity held fixed. If a dielectric with 
£ > 1 moves into a region of greater field strength, the energy increases 
instead of decreases. For a generalized displacement d~ the mechanical 
force acting is now 

(4.105) 
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Rosenfeld also treats the classical electron theory or' dielectrics. Van Vleck's book is 
devoted to electric and magnetic susceptibilities. Specific works on electric polarization 
phenomena are those of 

Bottcher, 
Debye, 
Frohlich. 
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discussions, including forces on liquid and solid dielectrics, the electric stress tensor, 
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Durand, Chapters VI and VIJ, 
Landau and Lifshitz, Electrodynamics of Continuous Media, 
Maxwell. Vol. 1, Chapter V, 
Panofsky and Phillips, Chapter 6, 
Stratton, Chapter II. 

PROBLEMS 

4.1 Calculate the multipole moments qlm of the charge distributions shown 
below. Try to obtain results for the nonvanishing moments valid for all!, but 
in each case find the first two sets of nonvanishing moments at the very least. 

z z z 

Total 
-q 

-q a a 
--• a----,+-~a~q--Y 

charge 
q 

y y 

q a 

/+q 
X Conducting circular 

X disc of radius 
a 

(a) (b) (c) 

(d) For the charge distribution (b) write down the multipole expansion 
for the potential. Keeping only the lowest-order term in the expansion, plot 
the potential in the x-y plane as a function of distance from the origin for 
distances greater than a. 

(e) Calculate directly from Coulomb's law the exact potential for (b) in the 
x-y plane. Plot it as a function of distance and compare with the result found 
in (a). 

Divide out the asymptotic form in parts (d) and (e) in order to see the 
behavior at large distances more clearly. 

4.2 A nucleus with quadrupole moment Q finds itself in a cylindrically symmetric 
electric field with a gradient ( oE,J oz)0 along the z axis at the position of the 
nucleus. 

(a) Show that the energy of quadrupole interaction is 

e (oEz) W=-4-Qazo 

(b) If it is known that Q = 2 x 10-24 cm2 and that W/h is 10 Mc/sec, 
where h is Planck's constant, calculate ( oEzf oz)0 in units of e/a03, where 
a0 = h2/me2 = 0.529 x 10-s cm is the Bohr radius in hydrogen. 
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(c) Nuclear-charge distributions can be approximated by a constant 
charge density throughout a spheroidal volume of semimajor axis a and 
semiminor axis b. Calculate the quadrupole moment of such a nucleus, 
assuming that the total charge is Ze. Given that Eu153 (Z = 63) has a 
quadrupole moment Q = 2.5 x t 0-24 cm2 and a mean radius 

R =(a+ b)/2 = 1 x 10-13 cm, 

determine the fractional difference in radius (a - b){R. 

4.3 A localized distribution of charge has a charge density 

p(r) = -1- r2e-r sin2 8 
64-n-

(a) Make a multipole expansion of the potential due to this charge 
density and determine all the nonvanishing multipole moments. Write 
down the potential at large distances as a finite expansion in Legendre 
palynomials. 

(b) Determine the potential explicitly at any point in space, and show 
that near the origin 

1 r2 
<ll(r) ,._,, - - -P,icos 8} -4 120 

(c) If there exists at the origin a nucleus with a quadrupole moment 
Q ,_ 10-24 cm2, determine the magnitude of the interaction energy, assuming 
that the unit of charge in p(_r) above is the electronic charge and the unit of 
length is the hydrogen Bohr radius a0 = h2/me.,. = 0.529 x 10-8 cm. 
Express your answer as a frequency by dividing by Planck's constant h. 

The charge density in this problem is that for the m = ± 1 states of the 
2p level in hydrogen, while the quadrupole interaction is of the same order 
as found in molecules. 

4.4 A very long, right circular, cylindrical shell of dielectric constant e and inner 
and outer radii a and b, respectively, is placed in a previously uniform 
electric field £ 0 with its axis perpendicular to the field. The medium inside 
and outside the cylinder has a dielectric constant of unity. 

(a) Determine the potential and electric field in the three regions, 
neglecting end effects. 

(b) Sketch the lines of force for a typical case of b ~ 2a. 
(c) Discuss the limiting forms of your solution appropriate for a solid 

dielectric cylinder in a uniform field, and a cylindrical cavity in a uniform 
dielectric. 

4.5 A point charge q is located in free space a distance d from the center of a 
dielectric sphere of radius a (a < d) and dielectric constant e. 

(a) Find the potential at all points in space as an expansion in spherical 
harmonics. 

(b) Calculate the rectangular components of the electric field near the 
center of the sphere. 

(c) Verify that, in the limit e - oo, your result is the same as that for the 
conducting sphere. 
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4.6 Two concentric conducting spheres of inner and outer radii a and b, 
respectively, carry charges ± Q. The empty space between the spheres is 
half-filled by a hemispherical shell of dielectric ( of dielectric constant e), as 
shown in the figure. 

-Q 

(a) Find the electric field everywhere between the spheres. 
(b) Calculate the surface-charge distribution on the inner sphere. 
(c) Calculate the polarization-charge density induced on the surface of the 

dielectric at r = a. 

4.7 The fo11owing data on the variation of dielectric constant with pressure are 
taken from the Smithsonian Physical Tables, 9th ed., p. 424: 

Air at 292°K 

Pressure (atm) 

20 1.0108 
1.0218 
1.0333 
1.0439 
1.0548 

Relative density of 
air as a function of' 
pressure is given in 
AIP Handbook, p. 
4-83. 

40 
60 
80 

100 

Pentane (C5H12) at 303 °K 

Pressure (atm) Density (gm/cm3) e 

1 0.613 1.82 
108 0. 701 1.96 

4 X 103 0.796 2.12 
8 X 103 0.865 2.24 

12 X 103 0.907 2.33 

Test the Clausius-Mossotti relation between dielectric constant and density 
for air and pentane in the ranges tabulated. Does it hold exactly? Approxi­
mately? If approximately, discuss fractional variations in density and 
(e - 1). For pentane, compare the Clausius-Mossotti relation to the cruder 
relation, (e - 1) o: density. 

4.8 Water vapor is a polar gas whose dielectric constant exhibits an appreciable 
temperature dependence. The following table gives experimental data on 
this effect. Assuming that water vapor obeys the ideal gas law, calculate the 
molecular polarizability as a function of inverse temperature and plot it. 
From the slope of the curve, deduce a value for the permanent dipole 
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moment of the H 20 molecule ( express the dipole moment in esu-stat­
coulomb-centimeters ). 

T (°K) Pressure (cm Hg) (E: - 1) X 105 

393 56.49 400.2 
423 60.93 371.7 
453 65.34 348.8 
483 69.75 328.7 

4.9 Two long, coaxial, cylindrical conducting surfaces of radii a and b are 
lowered vertically into a liquid dielectric. If the liquid rises a distance h 
between the electrodes when a potential difference Vis established between 
them, show that the susceptibility of the liquid is 

(b2 - a2)pgh In (b/a) 
xtl = v2 

where pis the density of the liquid, g is the acceleration due to gravity, and 
the susceptibility of air is neglected. 
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Magnetostatics 

5.1 Introduction and Definitions 

In the preceding chapters various aspects of electrostatics (i.e., the 
fields and interactions of stationary charges and boundaries) have been 
studied. We now turn to steady-state magnetic phenomena. From an 
historical point of view, magnetic phenomena have been known and 
studied for at least as long as electric phenomena. Lodestones were known 
in ancient times; the mariner's compass is a very old invention; Gilbert's 
researches on the earth as a giant magnet date from before 1600. In 
contrast to electrostatics, the basic laws of magnetic fields did not follow 
straightforwardly from man's earliest contact with magnetic materials. 
The reasons are several, but they all stem from the radical difference 
between magnetostatics and electrostatics: there are no free magnetic 
charges. This means that magnetic phenomena are quite different from 
electric phenomena and that for a long time no connection was established 
between them. The basic entity in magnetic studies was what we now know 
as a magnetic dipole. In the presence of magnetic materials the dipole 
tends to align itself in a certain direction. That direction is by definition 
the direction of the magnetic-flux density, denoted by B, provided the 
dipole is sufficiently small and weak that it does not perturb the existing 
field. The magnitude of the flux density can be defined by the mechanical 
torque N exerted on the magnetic dipole: 

N = fL X B (5.1) 
where fL is the magnetic moment of the dipole, defined in some suitable 
set of units.* 

• In analogy with the 100 strokes of cat's fur on an amber rod, we might defineourunit 
of dipole strength as that of a ½•inch :finishing nail which has been stroked slowly 100 
times with a certain "standard" lodestone held in a certain standard orientation. With 
a little thought we might even think of a more reliable and reproducible standard! 

132 
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Already, in the definition of the magnetic-flux density B (sometimes 
called the magnetic induction), we have a more complicated situation than 
for the electric field. Further quantitative elucidation of magnetic 
phenomena did not occur until the connection between currents and 
magnetic fields was established. A current corresponds to charges in 
motion and is described by a current density J, measured in units of positive 
charge crossing unit area per unit time, the direction of motion of the 
charges defining the direction of J. In electrostatic units, current density 
is measured in statcoulombs per square centimeter-second, and is some­
times called statamperes per square centimeter, while in mks units it is 
measured in coulombs per square meter-second or amperes per square 
meter. If the current density is confined to wires of small cross section, 
we usually integrate over the cross-sectional area and speak of a current 
of so many statamperes or amperes flowing along the wire. 

Conservation of charge demands that the charge density at any point 
in space be related to the current density in that neighborhood by a 
continuity equation: 

(5.2) 

This expresses the physical fact that a decrease in charge inside a small 
volume with time must correspond to a flow of charge out through the 
surface of the small volume, since the total number of charges must be 
conserved. Steady-state magnetic phenomena are characterized by no 
change in the net charge density anywhere in space. Consequently in 
magnetos ta tics 

V-J = 0 (5.3) 

We now proceed to discuss the experimental connection between current 
and magnetic-flux density and to establish the basic laws of magneto­
statics. 

5.2 Biot and Savart Law 

In 1819 Oersted observed that wires carrying electric currents produced 
deflections of permanent magnetic dipoles placed in their neighborhood. 
Thus the currents were sources of magnetic-flux density. Biot and Savart 
(1820), first, and Ampere (1820-1825), in much more elaborate and 
thorough experiments, established the basic experimental laws relating the 
magnetic induction B to the currents and established the law of force 
between one current and another. Although not in the form in which 
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Fig. 5.1 Elemental magnetic induction 
P dB due to current element I di. 

Ampere deduced it, the basic relation is the following. If di is an element 
of length (pointing in the direction of current flow) of a filamentary wire 
which carries a current I and x is the coordinate vector from the element 
of length to an observation point P, as shown in Fig. 5.1, then the 
elemental flux density dB at the point Pis given in magnitude and direction 
by 

dB = kl ( di x x) 
lxla 

(5.4) 

It should be noted that (5.4) is an inverse square law, just as is Coulomb's 
law of electrostatics. However, the vector character is very different. 

If, instead of a current flowing there is a single charge q moving with a 
velocity v, then the flux density will be* 

vxx 
B=kq--=kv x E 

lxls 
(5.5) 

where E is the electrostatic field of the charge q. (This flux density is, 
however, time varying. We shall restrict the discussions in the present 
chapter to steady-state current flow.) 

In (5.4) and (5.5) the constant k depends on the system of units used, as 
discussed in detail in the Appendix. If current is measured in esu, but the 
flux density is measured in emu, the constant is k = 1/c, where c is found 
experimentally to be equal to the velocity of light in vacuo (c = 2.998 x 
1010 cm/sec). This system of units is called the Gaussian system. To insert 
the velocity of light into our equations at this stage seems a little artificial, 
but it has the advantage of measuring charge and current in a consistent 
set of units so that the continuity equation (5.2) retains its simple form, 
without factors of c. We will adopt the Gaussian system here. 

Assuming that linear superposition holds, the basic law (5.4) can be 
integrated to determine the magnetic-flux density due to various config­
urations of current-carrying wires. For example, the magnetic induction 

• True only for particles moving with velocities small compared to that of light. 
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B of the long straight wire shown in Fig. 5.2 carrying a current I can be 
seen to be directed along the normal to the plane containing the wire and 
the observation point, so that the lines of magnetic induction are concentric 
circles around the wire. The magnitude of B is given by 

[B[ _ 1Rf00 di _ 21 
- c -oo (R2 + 12/ 1 - cR 

(5.6) 

where R is the distance from the observation point to the wire. This is the 
experimental result first found by Biot and Savart and is known as the 
Biot-Savart law. Note that the magnitude of the induction B varies with 
R in the same way as the electric field due to a long line charge of uniform 
linear-charge density. This analogy shows that in some circumstances 
there may be a correspondence between electrostatic and magnetostatic 
problems, even though the vector character of the fields is different. We 
shall see more of that in later sections. 

Ampere~s experiments did not deal directly with the determination of 
the relation between currents and magnetic induction, but were concerned 
rather with the force which one current-carrying wire experiences in the 
presence of another. Since we have already introduced the idea that a 
current element produces a magnetic induction, we phrase the force law as 
the force experienced by a current element 11 dl1 in the presence of a 
magnetic induction B. The elemental force is 

dF = 11 (dl1 x B) 
C 

(5.7) 

11 is the current in the element (measured in esu), Bis the flux density (in 
emu), and c is the velocity oflight. If the external field Bis due to a closed 
current loop #2 with current / 2, then the total force which a closed current 

dl 

Fig. 5.2 
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Fig. S.3 Two Amperian current loops. 

loop #1 with current /1 experiences is [from (5.4) and (5.7)]: 

(5.8) 

The line integrals are taken around the two loops; x12 is the vector 
distance from line element dl2 to dl1, as shown in Fig. 5.3. This is the 
mathematical statement of Ampere's observations about forces between 
current-carrying loops. By manipulating the integrand it can be put in a 
form which is symmetric in dl1 and dl2 and which explicitly satisfies 
Newton's third law. Thus 

The second term involves a perfect differential in the integral over dl1. 

Consequently it gives no contribution to the integral (5.8), provided the 
paths are closed or extend to infinity. Then Ampere's law of force between 
current loops becomes 

F12 = _ 1112 ,(,( (dl1 • dl2)x12 (SJO) 
c2 jj lx121 3 

showing symmetry in the integration, apart from the necessary vectorial 
dependence on x12. 

Each of two long, parallel, straight wires a distance d apart, carrying 
currents /1 and 12, experiences a force per unit length directed perpen­
dicularly towards the other wire and of magnitude, 

(5.11) 

The force is attractive (repulsive) if the currents flow in the same (opposite) 
directions. The forces which exist between current-carrying wires can be 
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used to define magnetic-flux density in a way that is independent of per­
manent magnetic dipoles.* We will see later that the torque expression 
(5.1) and the force result (5.7) are intimately related. 

If a current density J(x) is in an external magnetic-flux density B(x), the 
elementary force law implies that the total force on the current distribution 
is 

F = ~ f J(x) x B(x) d3x 

Similarly the total torque is 

N = ~ f x X (J x B) d3x 

(5.12) 

(5.13) 

These general results will be applied to localized current distributions in 
Section 5.6. 

5.3 The Differential Equations of Magnetostatics 
and Ampere's Law 

The basic law (5.4) for the magnetic induction can be written down in 
general form for a current density J(x): 

B(x) = ! JJ(x1) x (x - x') d3x 1 

c Ix - x'j 3 
(5.14) 

This expression for B(x) is the magnetic analog of electric fie]d in terms of 
the charge density: 

(5.15) 

Just as this result for E was not as convenient in some situations as 
differential equations, so (5.14) is not the most useful form for magneto­
statics, even though it contains in principle a description of all the 
phenomena. 

In order to obtain the differential equations equivalent to (5.14) we 
transform (5.14) into the form: 

(5.16) 

• In fact, (5.11) is the basis of the internationally accepted standard of current (actually 
1/c here). See the Appendix. 
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From (5.16) it follows immediately that the divergence of B vanishes: 

(5.17) 

This is the first equation ofmagnetostatics and corresponds to V x E = 0 
in electrostatics. By analogy with electrostatics we now calculate the curl 
ofB: 

V x B = ! V x V x J J(x') d3x' 
c lx-x'I 

(5.18) 

With the identity V x (V x A)= V(V • A) - v'2A for an arbitrary 
vector field A, expression (5.18) can be transformed into 

V x B = ! vfJ(x') • v( t ) d3x' - ! fJ(x')V2( l ) d3x1 

c Ix - x'I c Ix - x'I 
(5.19) 

Using the fact that 

v( t ) - -v'( t ) 
Ix - x'I Ix - x'I 

and 

v2( 1 ) = -4,r ~(x - x') 
Ix - x'I 

the integrals in (5.19) can be written: 

V x B = - ! vJJ(x') • V'( l ) d3x' + 4n- J(x) (5.20) 
c Ix - x'I c 

Integration by parts yields 

V x B = 41r J + ! vJ V' • J(x') d3x' (5.21) 
c c Ix - x'I 

But for steady-state magnetic phenomena V • J = 0, so that we obtain 

41T VXB=-J 
C 

(5.22) 

This is the second equation of magnetostatics, corresponding to V . E = 
41r p in electrostatics. 

In electrostatics Gauss's law (1.11) is the integral form of the equation 
V • E = 41rp. The integral equivalent of (5.22) is called Ampere's law. It 
is obtained by applying Stokes's theorem to the integral of the normal 
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dl 
Fig. S.4 
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C 

component of (5.22) over an open surface S bounded by a closed curve C, 
as shown in Fig. 5.4. Thus 

f V x B • n da = 41rJ, J • n da Js C S 
(5.23) 

is transformed into 

,( B • di = 47TJ, J • n da 
Yo c s 

(5.24) 

Since the surface integral of the current density is the total current I passing 
through the closed curve C, Ampere's law can be written in the form: 

f. 41r 
B-dl=-I 

0 C 
(5.25) 

Just as Gauss's law can be used for calculation of the electric field in highly 
symmetric situations, so Ampere's law can be employed in analogous 
circumstances. 

S.4 Vector Potential 

The basic differential laws of magnetostatics are given by 

VxB= 4c1rJ} (5.26) 

V•B =0 

The problem is how to solve them. If the current density is zero in the 
region of interest, V x B = 0 permits the expression of the vector 
magnetic induction B as the gradient of a magnetic scalar potential, 
B = -Vct>M. Then (5.26) reduces to Laplace's equation for cf)M, and all 
our techniques for handling electrostatic problems can be brought to 
bear. There are a large number of problems which fall into this class, but 
we will defer discussion of them until later in the chapter. The reason 
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is that the boundary conditions are different from those encountered in 
electrostatics, and the problems usually involve macroscopic media 
with magnetic properties different from free space with charges and cur­
rents. 

A general method of attack is to exploit the second equation in (5.26). 
If V • B = 0 everywhere, B must be the curl of some vector field A(x), 
called the vector potential, 

B(x) = V x A(x) (5.27) 

We have, in fact, already written B in this form (5.16). Evidently, from 
(5.16), the general form of A is 

A(x) = ! f J(x') d3x' + V'F(x) 
c Ix - x'I 

(5.28) 

The added gradient of an arbitrary scalar function 'F shows that, for a 
given magnetic induction B, the vector potential can be freely transformed 
according to 

A----A + V'Y (5.29) 

This transformation is called a gauge transformation. Such transformations 
on A are possible because (5.27) specifies only the curl of A. For a 
complete specification of a vector field it is necessary to state both its curl 
and its divergence. The freedom of gauge transformations allows us to 
make V • A have any convenient functional form we wish. 

If (5.27) is substituted into the first equation in (5.26), we find 

V x (V x A) = 4 1r J 
C 

or (5.30) 
2 41r 

V(V • A) - V A = - J 
C 

If we now exploit the freedom implied by (5.29), we can make the conw 
venient choice of gauge,* V • A = 0. Then each rectangular component 
of the vector potential satisfies Poisson's equation, 

(5.31) 

"'The choice is called the Coulomb gauge, for a reason which will become apparent 
only in Section 6.5. 
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From our discussions of electrostatics it is clear that the solution f'or A in 
unbounded space is (5.28) with 'I"= 0: 

A(x) = ! f J(x') d3x' 
c Ix - x'I 

(5.32) 

The condition'¥ = 0 can be understood as follows. Our choice of gauge, 
V •A= 0, reduces to V2'F = 0, since the first term in (5.28) has zero 
divergence because of V' • J = 0. If V2'F = 0 holds in all space, 'F must 
vanish identically. 

5.5 Vector Potential and Magnetic Induction for 
a Circular Current Loop 

As an illustration of the calculation of magnetic fields from given 
current distributions we consider the problem of a circular loop of radius 
a, lying in the x-y plane, centered at the origin, and carrying a current I, as 
shown in Fig. 5.5. The current density J has only a component in the ¢, 
direction, 

6(r' a) 
J 'P = /~(cos O') -

a 
(5.33) 

The delta functions restrict current flow to a ring of radius a. Only a tf, 
component of J means that A will have only a ef, component also. But this 
component A.,, cannot be calculated by merely substituting J, into (5.32). 
Equation (5.32) holds only for rectangular components of A.* Thus we 
write rectangular components of J: 

J11: = -J,; sin¢,'} 

J11 = J,; cos¢,' 
(5.34) 

Since the geometry is cylindrically symmetric, we may choose the obser­
vation point in the x-z plane ( ef, = 0) for purposes of calculation. Then it is 
clear that the x component of the vector potential vanishes, leaving only 

• The reason is that the vector Poisson's equation (5.31) can be treated as three 
uncoupled scalar equations, vzA. = (-4-rr/c)J,, only if the components A,, Ji are 
rectangular components. If A is resolved into orthogonal components with unit vectors 
which are functions of position, the differential operation involved in (5.31) mixes the 
components together, giving coupled equations. See Morse and Feshbach, pp. 51 and 
116-117. 
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z 

X 

Fig. 5.5 

the y component, which is Ari>. Thus 

A (r, 0) = _!_ Jr,2 dr' dO: cos cp' t5(cos 0') (5(r' - a) (5.35) 
"' ca Ix - x'I 

where Ix - x'I = [r2 + r'2 - 2rr'(cos (} cos ()' + sin (} sin (}' cos cf,')]½. 
We first consider the straightforward evaluation of (5.35). Integration 

over the delta functions leaves the result 

Jaf.221" cos cf,' def,' 
Ait,(r, 0) = - ½ 

c o (a 2 + r2 - 2ar sin 0 cos <f,') 
(5.36) 

This integral can be expressed in terms of the complete elliptic integrals K 
and E: 

Aq,(r, O) = 4/a [<2 - k2)K(k) - 2E(k)] (S.37) 
c✓ a2 + r2 + 2a r sin O k2 

where the argument of the elliptic integrals is 

k' = 4ar sin 0 
a2 + r 2 + 2ar sin 0 

The components of magnetic induction, 

B,. = ~ 0 !0 (sin fJA.i) 
r sm v 

(5.38) 

B.,,=O 
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can also be expressed in terms of elliptic integrals. But the results are not 
particularly illuminating (useful, however, for computation). 

For small k2, corresponding to a ► r, a ~ r, or () < 1, the square 
bracket in (5.37) reduces to (1rk2/16). Then the vector potential becomes 
approximately 

A ( ()) _ /7ra2 r sin B 
,,, r, - ¾ 

c (a2 + r2 + 2ar sin 0) 

The corresponding fields are 

B I1ra 2 t1 (2a2 + 2r2 + ar sin 0) 
r~--OOSu % 

c (a2 + r2 + 2ar sin 0) 

B l1ra2 • n (2a2 - r2 + ar sin 0) 
9 ~ - -- sin u $ 

c (a 2 + r 2 + 2ar sin fJ)½ 

(5.39) 

(5.40) 

These can easily be specialized to the three regions, near the axis (fJ <{ 1), 
near the center of the loop (r <{ a), and far from the loop (r ► a). 

Of particular interest are the fields far from the loop: 

Br= 2(l:a2) c; 0 

B6 = (l1ra2) sin 0 
C r3 

(5.41) 

Comparison with the electrostatic dipole fields (4.12) shows that the 
magnetic fields far away from a circular current loop are dipole in character. 
By analogy with electrostatics we define the magnetic dipole moment of the 
loop to be 

7r/a2 
m=-­

c 
(5.42) 

We will see in the next section that this is a special case of a general 
result-localized current distributions give dipole fields at large distances; 
the magnetic moment of a plane current loop is the product of the area of 
the loop times 1/c. 

Although we have obtained a complete solution to the problem in 
terms of elliptic integrals, we will illustrate the use of a spherical harmonic 
expansion to point out similarities and differences between the magneto­
static and electrostatic problems. Thus we return to (5.35) and substitute 
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the spherical expansion (3. 70) for jx - x' 1-1 : 

A = 4771 Re """' Y1m(0, 0) 
4' ca L 21 + 1 

l,m 

x f r'2 dr' dD.' 15(cos 0') d(r' - a)eitP' ;~ Y,:(0', cf,') (5.43) 
r > 

The presence of ei4'' means that only m = + l will contribute to the sum. 
Hence 

where now r < (r >) is the smaller (larger) of a and r. The square-bracketed 
quantity is a number depending on /: 

0, for l even 

[ ] _ J 21 + 1 p 1(0) _ 
- 4n-l(l + 1) i - J 2l + 1 [(-1yi+ 1r(n + !)] (S.4S) 

4-n-l(l + 1) r(n + l)r(t) ' 

for l = 2n + 1 
Then A-$ can be written 

A TT]aL(() (-1r(2n - 1)!! ~n+lpl ( 6) - - - --'-------'------ -- cos 
,/, - c 2n(n + 1) ! r2n+2 2n+l 

n=O > 

(5.46) 

where (2n - I)!!= (2n - 1)(2n - 3)(· • ·) x 5 X 3 X 1, and the n = 0 
coefficient in the sum is unity by definition. To evaluate the radial com~ 
ponent of B from (5.38) we need 

(5.47) 

Then we find 

B = 2?TlaLOO (-1r(2n + 1)! ! r~n+l p (cos 0) (5.48) 
,. 2n I 2n+2 2n+l er n. r> 

n=o 

The (J component of B is similarly 

_ (2n + 2) .!_ (!.)2n 

2n + 1 a3 a 

(5.49) 
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The upper line holds for r < a, and the lower line for r > a. For r ► a, 
only then= 0 term in the series is important. Then, since Pi1(cos 0) = 
-sin 0, (5.48) and (5.49) reduce to (5.41). For r ~ a, the leading term is 
again n = 0. The fields are then equivalent to a magnetic induction 
21rl/ac in the z direction, a result that can be found by elementary means. 

We note a characteristic difference between this problem and a cor­
responding cylindrically symmetric electrostatic problem. Associated 
Legendre polynomials appear, as well as ordinary Legendre polynomials. 
This can be traced to the vector character of the current and vector 
potential, as opposed to the scalar properties of charge and electrostatic 
potential. 

Another mode of attack on the problem of the loop is to employ an 
expansion in cylindrical waves. Instead of (3. 70) as a representation of 
Ix - x'1-1 we may use the cylindrical form (3.148) or (3.149). The appli­
cation of this technique to the circular loop will be left to the problems. It 
is generally useful for any current distribution which involves current 
flowing only in the rf, direction. 

5.6 Magnetic Fields of a Localized Current Distribution; 
Magnetic Moment 

We now consider the properties of a general current distribution which 
is localized in a small region of space, "small" being relative to the scale 
oflength of interest to the observer. The proper treatment of this problem, 
in analogy with the electrostatic multipole expansion, demands a discussion 
of vector spherical harmonics. These are presented in Chapter 16 in 
connection with multipo1e radiation. We will be content here with only 
the lowest order of approximation. Starting with (5.32), we expand the 
denominator in powers of x' measured relative to a suitable origin in the 
localized current distribution, shown schematically in Fig. 5.6: 

1 1 X • X 1 

--=-+-+··· 
Ix - x'I Ix[ [xl3 

(5.50) 

Then a given component of the vector potential will have the expansion, 

Alx) = _!_JJix') d3x' + ~ -JJlx')x' d3x' + · · · (5.51) 
c[xl cjxJ3 

For a localized steady-state current distribution the volume integra] of J 
vanishes because V • J = 0. Consequently the first term, corresponding to 
the monopole term in an electrostatic expansion, vanishes. 
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The integrand of the second term can be manipulated into a more 
convenient form by using the triple vector product. Thus 

(x • x')J = (x • J)x' - x x (x' x J) {5.52) 

The volume integral of the first term on the right can be shown to be the 
negative of the integral of the left-hand side of (5.52). Thus we consider 
the integral, 

f J,x/ d3x' = f V' • (x/J)x/ tfdx' = - f x/(J. V')x/ d3x' 

= - f x/Ji d3x' (5.53) 

The step from the first integral to the second depends on V • J = 0; the 
following step involves an integration by parts. With this identity (5.52) 
can be written in integrated form as 

f (x • x')J(x') <Px' = -½x >< f [x' x J(x')] d3x' (5.54) 

We now define the magnetic moment of the current distribution J as 

m = _!_ fx' >< J(x') <Px' 
2c 

(5.55) 

Note that it is sometimes useful to consider the integrand in (5.55) as a 
magnetic-moment density or magnetization. We denote the magnetization 
due to the current density J by 

.;/( = _!_ (x >< J) (5.56) 
2c 

The vector potential (5.51) can be expressed in terms of mas 

A(x) = m xx 
txl 3 

(5.57) 

This is the lowest non vanishing term in the expansion of A for a I ocalized 
steady•state current distribution. The magnetic induction B can be 

Fig. 5.6 Localized current density 
J(x') gives rise to a magnetic induc­
tion at the point P with coordi-

nate x. 
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Fig. S.7 

calculated directly by evaluating the curl of (5.57): 

B(x) = 3n(n • m) - m + 81r m t5(x) 
lxl3 3 

(5.58) 

Here n is a unit vector in the direction x. Since (5.57) and (5.58) have 
meaning only outside the current distribution, we drop the delta function 
term. The magnetic induction (5.58) has exactly the form (4.13) of the 
field of a dipole. This is the generalization of the result found for the 
circular loop in the last section. Far away from any localized current 
distribution the magnetic induction is that of a magnetic dipole of dipole 
moment given by (5.55). 

If the current is confined to a plane, but otherwise arbitrary, loop, the 
magnetic moment can be expressed in a simple form. If the current I flows 
in a closed circuit whose line element is di, (5.55) becomes 

m = .!. f x x di (5.59) 
2c 

For a plane loop such as that in Fig. 5.7, the magnetic moment is perpendi­
cular to the plane of the loop. Since t(x x di) = da, where da is the 
triangular element of the area defined by the two ends of di and the origin, 
the loop integral in (5.59) gives the total area of the loop. Hence the 
magnetic moment has magnitude, 

I 1ml = - X (Area) (5.60) 
C 

regardless of the shape of the circuit. 
If the current distribution is provided by a number of charged.particles 

with charges q, and masses Mi in motion with velocities vi, the magnetic 
moment can be expressed in terms of the orbital angular momentum of 
the particles. The current density is 

J = _Lq;,vi t5(x - x,) {5.61) 
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where xi is the position of the ith particle. Then the magnetic moment 
(5.55) becomes 

m = ;c~qlxi x vi) (5.62) 
1 

The vector product (xi x v;) is proportional to the ith particle's orbital 
angular momentum, Li = Mt(xi x vi). Thus (5.62) becomes 

~ q. 
m=~--i Li 

. 2Mic 
I 

(5.63) 

If all the particles in motion have the same charge to mass ratio (qi/ Mi = 
e/ M), the magnetic moment can be written in terms of the total orbital 
angular momentum L: 

e "°' e 
m = 2Mc~Li = 2Mc L (5.64) 

i 

This is the well-known classical connection between angular momentum 
and magnetic moment which holds for orbital motion even on the atomic 
scale. But this classical connection fails for the intrinsic moment of 
electrons and other elementary particles. For electrons, the intrinsic 
moment is slightly more than twice as large as implied by (5.64), with the 
spin angular momentum S replacing L. Thus we speak of the electron 
having a g factor of 2(1.00117). The departure of the magnetic moment 
from its classical value has its origins in relativistic and quantum-mechanical 
effects which we cannot consider here. 

5.7 Force and Torque on a Localized Current Distribution in an External 
Magnetic Induction 

If a localized distribution of current is placed in an external magnetic 
induction B(x), it experiences forces and torques according to Ampere's 
laws. The general expressions for the total force and torque are given by 
(5.12) and (5.13). If the external magnetic induction varies slowly over 
the region of current, a Taylor's series expansion can be utilized to find 
the dominant terms in the force and torque. A component of B can be 
expanded around a suitable origin, 

Blx) = BlO) + x • VBi(O) + •. • (5.65) 

The force (5.12) then becomes 

F = - i B(O) >< f J(x') cf'x' + H J(x') x [(x' • V)B(O)] tf'x' + · · · (5.66) 
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Since the volume integral of J vanishes for steady-state currents, the 
lowest-order term is the one involving the gradient of B. Because the 
integrand involves J and x, in addition to VB, we expect that the integral 
can be somehow transformed into the magnetic moment (5.55). To 
accomp1ish this we use 

J x [(x' • V)B] = J x V(x' • B) = -V x [J(x'. B)] (5.67) 

The first step depends on the fact that V x B = 0 for the external field, 
and that the gradient operator operates only on B. Then the force can be 
written 

F = - ~ V x I J(x' • B) d3x' + • • • (5.68) 

Use can now be made of identity (5.54) with the fixed vector x repJaced by 
B. Then we obtain 

F = V x (B x m) = (m • V)B = V(m • B) (5.69) 

where mis the magnetic moment (5.55). The second form in (5.69) follows 
from V • B = 0, while the third depends on V x B = 0. 

A localized current distribution in a nonuniform magnetic induction 
experiences a force proportional to its magnetic moment m and given by 
(5.69). One simple application of this result is the time-average force on a 
charged particle spiraling in a nonuniform magnetic field. As is well 
known, a charged particle in a uniform magnetic induction moves in a 
circle at right angles to the field and with constant velocity parallel to the 
field, tracing out a helical path. The circular motion is, on the time average, 
equivalent to a circular loop of current which will have a magnetic moment 
given by (5.60). If the field is not uniform but has a small gradient (so that 
in one turn around the helix the particle does not feel significantly different 
field strengths), then the motion of the particle can be discussed in terms 
of the force on the equivalent magnetic moment. Consideration of the 
signs of the moment and the force shows that charged particles tend to be 
repelled by regions of high flux density, independent of the sign of their 
charge. This is the basis of the so-called ''magnetic mirrors" discussed in 
Section 12.10 from another point of view. 

The total torque on the localized current distribution is found in a 
simi1ar way by inserting expansion (5.65) into (5.13). Here the zeroth~ 
order term in the expansion contributes. Keeping only this leading term, 
we have 

N = ~Ix' x [J x B(0)] cfx' (5.70) 
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Writing out the triple vector product, we get 

N = ~J [(x' • B).J - (x' • J)B] d3x' (5.71) 

The first integral is the same one considered in (5.68). Hence we can write 
down its value immediately. The second integral vanishes for a localized 
steady-state current distribution, as can be seen from the identity, 
V. (x2J) = 2(x • J) + x2V • J. The leading term in the torque is therefore 

N = m x B(O) (5.72) 

This is the familiar expression for the torque on a dipole, discussed in 
Section 5.1 as one of the ways of defining the magnitude and direction of 
the magnetic induction. 

The potential energy of a permanent magnetic moment (or dipole) in 
an external magnetic field can be obtained from either the force (5.69) or 
the torque (5.72). If we interpret the force as the negative gradient of a 
potential energy U, we find 

U= -m•B (S.73) 

For a magnetic moment in a uniform field the torque (S. 72) can be inter­
preted as the negative derivative of U with respect to the angle between B 
and m. This well-known result for the potential energy of a dipole shows 
that the dipole tends to orient itself parallel to the field in the position of 
lowest potential energy. 

We remark in passing that (5.73) is not the total energy of the magnetic 
moment in the external field. In bringing the dipole m into its final 
position in the field, work must be done to keep the current J which 
produces m constant. Even though the final situation is a steady-state, 
there is a transient period initially in which the relevant fields are time 
dependent. This lies outside our present considerations. Consequently 
we will leave the discussion of the energy of magnetic fields to Section 6.2, 
after having treated Faraday's law of induction. 

5.8 Macroscopic Equations 

So far we have dealt with the basic laws (5.17) and (5.22) of steady-state 
magnetic fields as microscopic equations in the sense of Chapter 4. We 
have assumed that the current density J was a completely known function 
of position. In macroscopic problems this is often not true. The atoms in 
matter have electrons which give rise to effective atomic currents the 
current density of which is a rapidly fluctuating quantity. Only its average 
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over a macroscopic volume is known or pertinent. Furthermore, the 
atomic electrons possess intrinsic magnetic moments which cannot be 
expressed in terms of a current density. These moments can give rise to 
dipole fields which vary appreciably on the atomic scale of dimensions. 

To treat these atomic contributions we proceed similarly to Section 4.3. 
The derivation of the macroscopic equations will only be sketched here. 
A somewhat more complete discussion will be given in Section 6.10. The 
reason is that for time~varying fields there is a contribution to the atomic 
current from the time derivative of the polarization P. Hence all the 
contributions to the current appear only in the general, time-dependent 
problem. 

The total current density can be divided into: 
(a) conduction-current density J, representing the actual transport of 

charge; 
(b) atomic-current density Ja, representing the circulating currents 

inside atoms or molecules. 
The total vector potential due to all currents is 

(5.74) 

We use a small a for the microscopic vector potential, just as we used E for 
the microscopic electric field in Chapter 4. For the atomic contribution 
we first consider a single molecule, and then average over molecules. The 
discussion proceeds exactly as in Section 5.6 for a localized current 
distribution. For a molecule with center at X; the vector potential at xis 
given approximately by 

( ) fflmol )( (x - X;) 
amol X = 3 

Ix - x;I 
(5.75) 

To take into account the intrinsic magnetic moments of the electrons, as 
well as the orbital contribution, we interpret mmol as the total molecular 
magnetic moment. If we now sum up over all molecules, averaging as in 
Section 4.3, the macroscopic vector potential can be written 

A(x) = ..!f J(x') dsx' + f 1\-l(x') x (x - x') dax' 
c Ix - x'I Ix - x'l3 

(5.76) 

where M(x) is the macroscopic magnetization (magnetic moment per unit 
volume) defined by 

(5.77) 

where N is the number of molecules per unit volume. 
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The magnetization contribution to A in (5. 76) can be rewritten in a more 
useful form: 

J M(x') x (x - x') d3x' =JM(x') x V' l d3x' (5.78) 
Ix - x'l3 Ix - x'I 

Then the identity, V x ( cpM) = V cp x M + <f, V x M, can be used to 
obtain 

J M(x') >< (x - x') d3x' =JV' x M d3x' -fv' >< ( M ) d3x1 (5.79) 
Ix - x'l 3 Ix - x'I Ix - x'I 

The last integral can be converted to a surface integral of n x M , and so 
lx-x'I 

vanishes if M is assumed to be mathematically well behaved and localized 
within a finite volume. Combining the first term in (5.79) with the ·con­
duction-current term in (5. 76), we can write the vector potential as 

A(x) = !JJ(x') + cV' x M(x') dsx, (5.80) 
c ]x -x'I 

We see that the magnetization contributes to the vector potential as an 
effective current density J M: 

J M = c(V >< M) {5.81) 

There is one questionable step in the derivation of (5.80). That is the 
use of the dipole vector potential (5.75) for all molecules, even those near 
the point x. If a molecule lies within a sphere of radius a few molecular 
diameters d of x, its vector potential will differ appreciably from the dipole 
form (5.75), being much less singular. Thus in (5.80) the contribution 
from that sphere around xis in error. To estimate its importance we note 
that the magnitude of the vector potential per unit volume near x is 
IV x MI/R, while the volume within a distance R to (R + dR) of the 
point x is 41rR2 dR. Hence the contribution to A from the immediate 
neighborhood of :x is in error at most by an amount of the order of 
d2 [V x Ml ,.._, (d2/ L) (M), where Lis a macroscopic dimension measuring 
the spatial variation ofM. Since the whole vector potential is of the order 
of (M)L, the relative error made in using the dipole approximation every­
where is 9f the order of d2/ L2. This is completely negligible unless the 
macroscopic length L becomes microscopic; then the whole development 
fails. 

To obtain the macroscopic equivalent of the curl equation (5.22) we 
calculate B from (5.80) or, what is the same thing, write down (5.22) with 
the total current (J + J M) replacing J: 

V >< B = 47T J + 4-rrV X M (5.82) 
C 
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The V x M term can be combined with B to define a new macroscopic 
field H, called the magnetic field, 

H = B - 41rM (5.83) 

Then the macroscopic equations, replacing (5.26), are 

V x H = 4; J} 
V•B = 0 

(5.84) 

The introduction of Has a macroscopic field is completely analogous to 
the introduction of D for the electrostatic field. The macroscopic 
equations (5.84) have their electrostatic counterparts, 

V • D = 41rp J' 

V X E=O 
(5.85) 

We emphasize that the fundamental fields are E and B. They satisfy the 
homogeneous equations in (5.84) and (5.85). The derived fields, D and H, 
are introduced as a matter of convenience in order to take into account in 
an average way the contributions to p and J of the atomic charges and 
currents. 

In analogy with dielectric media we expect that the properties of magnetic 
media can be described by a small number of constants characteristic of 
the material. Thus in the simplest case we would expect that Band Hare 
proportional: 

B=µH (5.86) 

whereµ is a constant characteristic of the material called the permeability.* 
This simple result does hold for materials other than the ferromagnetic 
substances. But for these nonmagnetic materia]s µ generally differs from 
unity by only a few parts in 105 (µ > 1 for paramagnetic substances, 
µ < 1 for diamagnetic substances). For the ferromagnetic substances. 
(5.86) must be replaced by a nonlinear functional relationship, 

B = F(H) (5.87) 

The phenomenon of hysteresis, shown schematically in Fig. 5.8, implies 
that B is not a single-valued function of H. In fact, the function F(H) 
depends on the history of preparation of the material. The incremental 
permeability of µ(H) is defined as the derivative of B with respect to H, 

* To be consistent with the electrostatic relation D = eE, expressing the derived 
quantity Das a factor times E, we should write H = µ'B. But traditional usage is that 
of (5.86). It makes most substances haveµ > 1. Perhaps that is more comforting than 
µ' < l. 
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Fig. 5.8 Hysteresis loop giving Bin a 
ferromagnetic material as a function 

ofH. 

assuming that B and H are parallel. For high-permeability substances, 
µ(H) can be as high as 106• Most untreated ferromagnetic materials have 
a linear relation (S.86) between B and H for very small fields. Typical 
values of initial permeability range from 10 to 104. 

The complicated relationship between B and H in ferromagnetic 
materials makes analysis of magnetic boundary-value problems inherently 
more difficult than that of similar electrostatic problems. But the very 
large values of permeability sometimes allow simplifying assumptions on 
the boundary conditions. We will see that explicitly in the next section. 

5.9 Boundary Conditions on B and H 

Before we can solve magnetic boundary-value problems, we must 
establish the boundary conditions satisfied by B and H at the interface 
between two media of different magnetic properties. If a small Gaussian 

n 

2 

C 

Fig. 5.9 
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pillbox is oriented so that its faces are in regions 1 and 2 and parallel to 
the surface boundary, S, as shown in Fig. 5.9, Gauss's theorem can be 
applied to V • B = 0 to yield 

(B2 - BJ• D = 0 (5.88) 

where n is the unit normal to the surface directed from region 1 into region 
2, and the subscripts refer to values at the surface in the two media. 

If we now consider a small, narrow circuit C, as shown in Fig. 5.9, with 
normal n' parallel to the interface and surface S, Stokes's theorem can be 
applied to the curl equation in (5.84) to give 

f H • di = 41TJ: J • n' da 
•C C S 

(5.89) 

The contributions to the line integral are the tangential values of H in 
the two regions, while the surface integral is proportional to the surface­
current density K ( charge/length x time) in the limit of vanishing width 
to the loop. Thus (5.89) becomes 

or 
(H2 - H1) • (n' x n) = 41T n' • K 

C 
(5.90) 

We express these boundary conditions in terms of the magnetic field H 
and the permeabiJity µ. For simplicity assuming no surface currents, we 
have 

II, •D =(:)H1 • D 

(5.91) 
H2 x n = H1 x n 

If µ1 ► ~, the normal component of ~ is much larger than the normal 
component of H1, as shown in Fig. 5.10. In the limit %/µJ-..... oo, the 

Fig. 5.10 
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magnetic field H2 is normal to the boundary surface, independent of the 
direction of H1 (barring the exceptional case of ff 1 exactly parallel to the 
interface). The boundary condition on H at the surface of a very high­
permeability material is thus the same as for the electric field at the surface 
of a conductor. We may therefore use electrostatic potential theory for 
the magnetic field. The surfaces of the high-permeability material are 
approximately "equipotentials," and the lines of H are normal to these 
equipotentials. This analogy is exploited in many magnet-design problems. 
The type of field is decided upon, and the pole faces are shaped to be 
equipotential surfaces. 

5.10 Uniformly Magnetized Sphere 

To illustrate the different methods possible for the solution of a 
boundary-value problem in magnetostatics, we consider in Fig. 5.11 the 
simple problem of a sphere of radius a, with a uniform permanent 
magnetization M of magnitude M 0 and parallel to the z axis, embedded in 
a nonpermeable medium. Outside the sphere, V • B = V x B = 0. 
Consequently, for r > a, B = H can be written as the negative gradient of 
a magnetic scalar potential which satisfies Laplace's equation, 

Bout = - V<l> M J' 

V2<1>M = 0 
(5.92) 

With the boundary condition that B-+ 0 for r-+ co, the general soJution 
for the potential is 

<l>M(r, 0) =!<Xi Pi~~~~ (J) (5.93) 
l=O 

Past experience tells us that only the lowest few terms in this expansion will 
appear, probably just l = 1. 

Inside a magnetized object we cannot in general use equations (5.92) 
because V x B * 0. This causes no difficulty in the present simple situation 
because (5.83) implies that B, H, and Mare all parallel in the absence of 
applied fields. 

Fig. 5.11 
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Hence we assume that 

Bin= BoEa } 

Hin = (B0 - 47TA10)£3 

(5.94) 

The boundary conditions at the surface of the sphere are that B,,. and HIJ 
be continuous. Thus, from (5.92), (5.93), and (5.94), we obtain 

B 0 -200 (l + l)ociPzCcos B) 
0 cos - z+ a 2 

z:o (5.95) 

(B 4 M ) . 0 _ 2m <Xz dPi( cos 0) - o - 7T' o sm - - _____ ---.;.. 
az+2 d() 

l=O 

Evidently only the l = I term survives in the expansion. We find the 
unknown constants Cl1 and B0 to be 

cx:1 = 3 Moa 47T 31 

(5.96) 

Bo= 8; Mo j 
The fields outside the sphere are those of a dipole (5.41) of dipole moment, 

The fields inside are 

4rr 
m=-a3M 

3 

4-rr 
Hin = - -M 

3 

(5.97) 

(5.98) 

We note that Bin is parallel to M, while Hin is antiparallel. The lines of B 
and H are shown in Fig. 5.12. The lines of B are continuous closed paths, 
but those of H terminate on the surface. The surface appears to have a 
"magnetic-charge" density on it. This fictitious charge is related to the 
divergence of the magnetization (see below). 

The solution both inside and outside the sphere could have been 
obtained from electrostatic potential theory if we had chosen to discuss H 
rather than B. We can treat the equations, 

V X H=O 1 
V • H = -47TV • M j 

(5.99) 
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B H 

Fig. 5.12 Lines of B and lines of H for a uniformly magnetized sphere. The lines of B 
are closed curves, but the Jines of ff originate on the surface of the sphere where the 

magnetic "charge," -V • M, resides. 

These equations show that H is derivable from a potential, and that 
-V • M acts as a magnetic-charge density. Thus, with H = -Vet> M, we 
find 

(5.100) 

Since M is constant in magnitude and direction, its divergence is zero 
inside the sphere. But there is a contribution because M vanishes outside 
the sphere. We write the solution for <I> M inside and outside the sphere as 

(f) 21f(x) = -JV' • M(x') d3x' 
lx-x'I 

(5.101) 

Then we use the vector identity V • (cpM) = M • Vcp + cpV • M to obtain 

<llM(x) =-JV'· M(x') d3x' + J M(x') · V'( t , ) d3x' (5.102) 
Ix - x'I !x - x I 

The first integral vanishes on integration over any volume containing the 
sphere. If we convert the derivative with respect to x' into one with 
respect to x according to the rule V'--+ - V when operating on any 
function of Ix - x'I, the potential can be written 

<ll M(x) = - V •J M(x') d3x' = -V • [M0e3f a r'2 dr'f dQ' 1 ] 
]x - x'I o Ix - x'I 

(5.103) 
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Only the / = 0 part of Ix - x'1-1 contributes to the integral. Therefore 

(5.104) 

The integral yields different values, depending on whether r lies inside or 
outside the sphere. We find easily 

(5.105) 

where r < (r >) is the smaller (larger) of r and a. This potential yields a 
dipole field outside with magnetic moment (S.97) and the constant value 
l\n (5.98) inside, in agreement with the first method of solution.* 

Finally we solve the problem using the generally applicable vector 
potential. Referring to (5.80), we see that the vector potential is given by 

A(x) =f V' x M(x ') d3x' (5.106) 
jx - x'I 

Since Mis constant inside the sphere, the curl vanishes there. But because 
of the discontinuity of M at the surface, there is a surface integral contri­
bution to A. If we consider (5.79), the required surface integral can be 
recovered: 

A(x) = -f V' x ( M(x') )d!3x' = ,( M(x') x n da' (5.107) 
[x - x' I J Ix - x' I 

The quantity c(M x n) can be considered as a surface-current density. 
The equivalence of a uniform magnetization throughout a certain volume 
to a surface-current density c(M x n) over its surface is a general result 
for arbitrarily shaped volumes. This equivalence is often useful in treating 
fields due to permanent magnets. 

For the sphere with Min the z direction, (M x n) has only an azimuthal 
component, 

(M x n)4, = M0 sin ()' (5.108) 

To determine A we choose our observation point in the x-z plane for 
calculational convenience, just as in Sections 5.5. Then only the y com­
ponent of -(n x M) enters. The azimuthal component of the vector 
potential is then 

A,;(x) = Moa2f d!J.' sin 6' cos <p' 
lx-x'I 

(5.109) 

• The development from (S.101) to (5.105) is unnecessarily complicated for the simple 
calculation at hand. For the uniformly magnetized sphere it is easy to show that 
V• M = -M0 cos (M(r - a). Substitution into (S.101) and use of (3.70) yields 
(5.105) directly. Equation (5.103) is still useful, of course, for more complicated 
distributions of magnetization. 
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where x' has coordinates (a, fY, </,'). The angular factor can be written 

sin()' cos ef>' = - J8; Re[ fi,i(0', </>')] (5.110) 

Thus with expansion (3.70) for Ix - x'I only the I= 1, m = 1 term will 
survive. Consequently 

A"'(x) = 41r M0a2(';) sin 0 (5.111) 
3 r> 

where r < (r >) is the smaller (larger) of rand a. With only a</, component 
of A, the components of the magnetic induction B are given by (5.38). 
Equation (5.111) evidently gives the uniform 8 inside and the dipole field 
outside, as found before. 

The different techniques used here illustrate the variety of ways of 
solving steady-state magnetic problems, in this case with a specified 
distribution of magnetization. The scalar potential method is applicable 
provided no currents are present. But for the general problem with 
currents we must use the vector potential (apart from special techniques 
for particularly simple geometries). 

5.11 Magnetized Sphere in an External Field; Permanent Magnets 

In Section 5.10 we discussed the fields due to a uniformly magnetized 
sphere. Because of the linearity of the field equations we can superpose a 
uniform magnetic induction B0 = Ho throughout all space. Then we have 
the problem of a uniformly magnetized sphere in an external field. From 
(5.98) we find that the magnetic induction and field inside the sphere are 
now 

41r 
H1n = B0 - -M 

3 

(5.112) 

We now imagine that the sphere is not a permanently magnetized object, 
but rather a paramagnetic or diamagnetic substance of permeability µ. 
Then the magnetization M is a result of the application of the external 
field. To find the magnitude of M we use (5.86): 

(5.113) 
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Thus Fig. 5.13 

B + 8'"M = µ(B - 4-zrM) 
0 3 0 3 (5.114) 

This gives a magnetization, 

M = 1_(µ - 1)Bo 
4-rrµ+2 

(5.115) 

We note that this is completely analogous to the polarization P of a 
dielectric sphere in a uniform electric field (4.63). 

For a ferromagnetic substance the arguments of the last paragraph fail. 
Equation (5.115) implies that the magnetization vanishes when the 
external field vanishes. The existence of permanent magnets contradicts 
this result. The nonlinear relation (5.87) and the phenomenon of hysteresis 
allow the creation of permanent magnets. We can solve equations (5.112) 
for one relation between Hin and B1n by eliminating M: 

(5.116) 

The hysteresis curve provides the other relation between Bin and ~n, so 
that specific values can be found for any external field. Equation (5.116) 
corresponds to lines with slope -2 on the hysteresis diagram with inter­
cepts 3B0 on the y axis, as in Fig. 5.13. Suppose, for example, that the 
external field is increased until the ferromagnetic sphere becomes saturated 
and decreased to zero. The internal Band H will then be given by the 
point marked Pin Fig. 5.13. The magnetization can be found from (5.112) 
with B0 = 0. 

The relation (5.116) between :Pin and Hin is specific to the sphere. For 
other geometries other relations pertain. The problem of the ellipsoid can 
be solved exactly and shows that the slope of the lines (5.116) range from 
zero for a flat disc to - oc, for a long needle-like object. Thus a larger 
internal magnetic induction can be obtained with a rod geometry than 
with spherical or oblate spheroidal shapes. 
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5.12 Magnetic Shielding; Spherical Shell of Permeable Material in a 
Uniform Field 

Suppose that a certain magnetic induction Bo exists in a region of empty 
space initially. A permeable body is now placed in the region. The lines 
of magnetic induction are modified. From our remarks at the end of 
Section 5.9 concerning media of very high permeability we would expect 
that the field lines would tend to be normal to the surface of the body. 
Carrying the analogy with conductors further, if the body is hollow, we 
would expect that the field in the cavity would be smaller than the external 
field, vanishing in the limitµ__. oo. Such a reduction in field is said to be 
due to the magnetic shielding provided by the permeable material. It is of 
considerable practical importance, since essentially field-free regions are 
often necessary or desirable for experimental purposes or for the reliable 
working of electronic devices. 

As an example of the phenomenon of magnetic shielding we consider a 
spherical shell of inner (outer) radius a (b), made of material of perme­
abilityµ, and placed in a formerly uniform constant magnetic induction 
B0, as shown in Fig. 5.14. We wish to find the fields Band H everywhere 
in space, but most particularly in the cavity (r < a), as functions ofµ. 
Since there are no currents present, the magnetic field H is derivable from 
a scalar potential, H = - V<I> M· Furthermore, since B = µH, the 
divergence equation V • B = 0 becomes V • H = 0 in the various regions. 
Thus the potential <I>.M satisfies Laplace's equation everywhere. The 
problem reduces to finding the proper solutions in the different regions to 
satisfy the boundary conditions (5.88) and (5.90) at r = a and r = b. 

For r > b, the potential must be of the form, 
00 

<I> 1U = -B0r cos()+ L ~;1 Pz(cos 0) 
i=o r 

(5.117) 

Bo 

Fig. S.14 
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in order to give the uniform field, H = B = B0 • at large distances. For 
the inner regions, the potential must be 

<I> M = ! (Pzri + Yi rz~n)P,(cos 0) 
i=o (5.118) 
00 

r<a <I> M = L diri P z( cos 0) 
Z=O 

The boundary conditions at r = a and r = b are that H6 and Br be 
continuous. In terms of the potential (l) M these conditions become 

(5.119) 

The notation b ± means the limit r ~ b approached from r ~ b, and 
similarly for a±. These four conditions, which hold for all angles e, are 
sufficient to determine the unknown constants in (5.117) and (5.118). All 
coefficients with l -=j=. 1 vanish. The l = 1 coefficients satisfy the four 
simultaneous equations 

2~1 + µb3/31 - 2µy1 = -b3B0 

«1/31 + 'Y1 - «1d1 = O 
(5.120) 

µcf1f11 - 2µyl - cf1C,1 = 0. 

The solutions for oc1 and d1 are 

-[ (2µ + l)(µ - 1) ](b3 3)B OC1 - 3 - a 0 

(2µ + 1)(µ + 2) - 2 :3 (µ - 1)2 

[ ~ ] c,1 = - a Bo 
(2µ + l)(µ + 2) - 2 : 3 (µ - 1)2 

(5.121) 

The potential outside the spherical shell corresponds to a uniform field 
B0 plus a dipole field (5.41) with dipole moment cx1 oriented parallel to Bo­
Inside the cavity, there is a uniform magnetic field parallel to B0 and 
equal in magnitude to -t51. Forµ ► l, the dipole moment cx.1 and the 
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Fig. s.ts Shielding effect of a shell of highly permeable material. 

inner field -d1 become 

-~1-+ ( as) Bo 
2µ 1--

bs 

(5.122) 

We see that the inner field is proportional to µ-1. Consequently a shield 
made of high-permeability material with µ f"',,J 103 to 106 causes a great 
reduction in the field inside it, even with a relatively thin shell. Figure 
5.15 shows the behavior of the lines of B. The lines tend to pass through 
the permeable medium if possible. 
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Van Vleck. 

PROBLEMS 

5.1 Starting with the differential expression 

dB= !di Xx 
C x3 

for the magnetic induction produced by an increment I di of current, show 
explicitly that for a closed loop carrying a current I the magnetic induction 
at an observation point P is 

I 
B = --V!l 

C 

where n is the solid angle subtended by the loop at the point P. This is an 
alternative form of Ampere's law for current loops. 

5.2 (a) For a solenoid wound with N turns per unit length and carrying a 
current/, show that the magnetic-flux density on the axis is given approxi­
mate1y by 

2-rrNI 
Bz = -- (cos 81 + cos 62) 

C 

where the angles are defined in the figure. 

-- L __ 
I I 

~ 
(a) 

(b) For a long solenoid of length Land radius a show that near the axis 
and near the center of the solenoid the magnetic induction is mainly parallel 
to the axis, but has a small radial component 

,_, 961TNI(a2zp) 
BP - C £4 

correct to order a2/L2, and for z <{ L, p <{ a. The coordinate z is measured 
from the center point of the axis. 
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(c) Show that at the end of a long solenoid the magnetic induction near 
the axis has components 

B ,._, 2rrNI B ,_, rrNI(e) 
;- C ' ,,- C a 

5.3 A cylindrical conductor of radius a has a hole of radius b bored parallel to, 
and centered a distanced from, the cylinder axis (d + b < a). The current 
density is uniform throughout the remaining metal of the cylinder and is 
parallel to the axis. Use Ampere's law and the principle of linear super­
position to find the magnitude and the direction of the magnetic-flux 
density in the hole. 

5.4 A circular current loop of radius a carrying a current / lies in the x-y plane 
with its center at the origin. 

(a) Show that the only non vanishing component of the vector potential is 

A.,.(p, z) = 410 f 00 dk cos kz 11(kp<)K1(kp>) 
C Jo 

where p < (p >) is the smaller (larger) of a and p. 
(b) Show that an alternative expression for A,t, is 

A,p(p, z) = - dk e-klzl J1(ka) Ji(kp) 2rr/ai 00 

C 0 

(c) Write down integral expressions for the components of magnetic 
induction, using the expressions of (a) and (b). Evaluate explicitly the 
components of B on the axis by performing the necessary integrations. 

S.S Two concentric circular loops of radii a, b and currents /, /', respectively 
(b < a), have an angle ex between their planes. Show that the torque on one 
of the loops is about the line of intersection of the two planes containing 
the loops and has the magnitude: 

co 
2rr2//'b2 ~ (n + 1) [ rcn + l) ] 2 (b)211 

N = acz 6 (2n + 1) r(n + 2) r(J) a P~n +1(Cos oc) 

where Pt1(cos oc) is an associated Legendre polynomial. Determine the 
sense of the torque for ix an acute angle and the currents in the same 
(opposite) directions. 

5.6 A sphere of radius a carries a uniform charge distribution on its surface. 
The sphere is rotated about a diameter with constant angular velocity w. 
Find the vector potential and magnetic-flux density both inside and outside 
the sphere. 

5.7 A long, hollow, right circular cylinder of inner (outer) radius a (b), and of 
relative permeabilityµ, is placed in a region of initially uniform magnetic­
flux density B0 at right angles to the field. Find the flux density at all points 
in space, and sketch the logarithm of the ratio of the magnitudes of B on the 
cylinder axis to B0 as a function of log10 µ for a2/b2 = 0.5, 0.1. Neglect end 
effects. 

5.8 A current distribution J(x) exists in a medium of unit permeability adjacent 
to a semi-infinite slab of material having permeability µ and filling the 
half-space, z < 0. 
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(a) Show that for z > 0 the magnetic induction can be calculated by 
replacing the medium of permeabilityµ by an image current distribution, 
J*, with components, 

( µ - 1) µ + 1 Jx(x, Y, -z), ( µ - 1) 
µ + 1 Jy(x, y, -z), 

(b) Show that for z < 0 the magnetic induction appears to be due to a 

current distribution ( 2: 1) J in a medium of unit permeability. 
µ I 

5.9 A circular loop of wire having a radius a and carrying a current / is located 
in vacuum with its center a distance d away from a semi-infinite slab of 
permeabilityµ. Find the force acting on the loop when 

(a) the plane of the loop is parallel to the face of the slab, 
(b) the plane of the loop is perpendicular to the face of the slab. 
(c) Determine the limiting form of your answers to {a) and (b) when 

d ~ a. Can you obtain these limiting values in some simple and direct 
way? 

5.10 A magnetically "hard" material is in the shape of a right circular cylinder 
of length Land radius a. The cylinder has a permanent magnetization M0, 

uniform throughout its volume and parallel to its axis. 
{a) Determine the magnetic field H and magnetic induction B at all 

points on the axis of the cylinder, both inside and outside. 
(b) Plot the ratios B/4TTM0 and H/4TTM0 on the axis as functions of z for 

L/a = 5. 
5.11 (a) Starting from the force equation {5.12) and the fact that a magnetiza­

tion M is equivalent to a current density J M = c(V x M), show that, in 
the absence of macroscopic currents, the total magnetic force on a body 
with magnetization M can be written 

F = -f(V •M)Bed3x 

where B6 is the magnetic induction due to all other except the one in 
question. 

(b) Show that an alternative expression for the total force is 

F = - f (V • M)H d3x 

where H is the total magnetic field, including the field of the magnetized 
body. 

Hint: The results of (a) and (b) differ by a self-force term which can be 
omitted (why?). 

5.12 A magnetostatic field is due entirely to a localized distribution of permanent 
magnetization. 

(a) Show that 

f B•Hd3x =0 

provided the integral is taken over all space. 
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(b) From the potential energy (5.73) of a dipole in an external field show 
that for a continuous distribution of permanent magnetization the magneto­
static energy can be written 

W = 8~ f H •Hd3x = -½ f M •Hd3x 

apart from an additive constant which is independent of the orientation or 
position of the various constituent magnetized bodies. 

5.13 Show that in general a long, straight bar of uniform cross-sectional area A 
with uniform lengthwise magnetization M, when placed with its flat end 
against an infinitely permeable fl.at surface, adheres with a force given 
approximately by 

5.14 A right circular cylinder of length Land radius a has a uniform lengthwise 
magnetization M. 

(a) Show that, when it is placed with its flat end against an infinitely 
permeable plane surface, it adheres with a force 

F = STTaLM2[K(k) - E(k) _ K(k1) - E(k1)] 
k k1 

where 

k= 2a k = a -v 4a2 + L2 , i -v a2 + L2 

(b) Find the limiting form for the force if L ► a. 
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Time-Varying Fields, 
Maxwell's Equations, 
Conservation Laws 

In the previous chapters we have dealt with steady-state problems 
in electricity and in magnetism. Similar mathematical techniques were 
employed, but electric and magnetic phenomena were treated as indepen­
dent. The only link between them was the fact that currents which produce 
magnetic fields are basically electrical in character, being charges in motion. 
The almost independent nature of electric and magnetic phenomena 
disappears when we consider time-dependent problems. Time-varying 
magnetic fields give rise to electric fields and vice-versa. We then must 
speak of electromagnetic fields, rather than electric or magnetic fields. Th.e 
full import of the interconnection between electric and magnetic fields 
and their essential sameness becomes clear only within the framework 
of special relativity (Chapter 11). For the present we will content ourselves 
with examining the basic phenomena and deducing the set of equations 
known as Maxwell's equations, which describe the behavior of electro­
magnetic fields. General properties of these equations will be established 
so that the basic groundwork of electrodynamics will have been laid. 
Subsequent chapters will then explore the many ramifications. 

In our desire to proceed to other things, we will leave out a numbel". of 
topics which, while of interest in themselves, can be studied elsewhere. 
Some of these are quasi-stationary fields, circuit theory, inductance 
calculations, eddy currents, and induction heating. None of these subjects 
invol~es new concepts beyond what are developed in this chapter and 
previous ones. The interested reader will find references at the end of th.e 
chapter. 

169 
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6.1 Faraday's Law of Induction 

The first quantitative observations relating time-dependent electric and 
magnetic fields were made by Faraday (1831) in experiments on the 
behavior of currents in circuits placed in time-varying magnetic fields. It 
was observed by Faraday that a transient current is induced in a circuit 
if (a) the steady current flowing in an adjacent circuit is turned on or off, (b) 
the adjacent circuit with a steady current flowing is moved relative to the 
first circuit, (c) a permanent magnet is thrust into or out of the circuit. No 
current flows unless either the adjacent current changes or there is relative 
motion. Faraday interpreted the transient current flow as being due to a 
changing magnetic flux linked by the circuit. The changing flux induces 
an electric field around the circuit, the line integral of which is called the 
electromotive force, t!. The electromotive force causes a current flow, 
according to Ohm's law. 

We now express Faradafs observations in quantitative mathematical 
terms. Let the circuit C be bounded by an open surface S with unit normal 
n, as in Fig. 6.1. The magnetic induction in the neighborhood of the 
circuit is B. The magnetic flux linking the circuit is defined by 

F = LB•nda (6.1) 

The electromotive force around the circuit is 

C ={E', di (6.2) 

where E' is the electric field at the element di of the circuit C. Faraday's 
observations are summed up in the mathematical law, 

tC = -k dF 
dt 

(6.3) 

The induced electromotive force around the circuit is proportional to the 
time rate of change of magnetic flux linking the circuit. The sign is 
specified by Lenz~s law, which states that the induced current (and 
accompanying magnetic flux) is in such a direction as to oppose the change 
of flux through the circuit. 

The constant of proportionality k depends on the choice of units for the 
electric and magnetic field quantities. It is not, as might at first be 
supposed, an independent empirical constant to be determined from 
experiment. As we will see immediately, once the units and dimensions in 
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Fig. 6.1 

Ampere's law have been chosen, the magnitude and dimensions of k follow 
from the assumption of Galilean invariance for Faraday's law. For 
Gaussian units, k = c-1, where c is the velocity of light. 

Before the development of special relativity (and even afterwards, when 
dealing with relative speeds small compared with the velocity of light), it 
was understood, although not often explicitly stated, by all physicists that 
physical laws should be invariant under Galilean transformations. That 
is, physical phenomena are the same when viewed by two observers 
moving with a constant velocity v relative to one another, provided the 
coordinates in space and time are related by the Galilean transformation, 
x' = x +vt, t' = t. In particular, consider Faraday's observations. It is 
obvious (i.e., experimentally verified) that the same current is induced in a 
circuit whether it is moved while the circuit through which current is 
flowing is stationary or it is held fixed while the current-carrying circuit is 
moved in the same relative manner. 

Let us now consider Faraday's law for a moving circuit and see the 
consequences of Galilean invariance. Expressing (6.3) in terms of the 
integrals over E' and B, we have 

J: E' • di = - k !:_ f B • n da ( 6.4) Ye dt Js 
The induced electromotive force is proportional to the total time derivative 
of the flux-the flux can be changed by changing the magnetic induction 
or by changing the shape or orientation or position of the circuit. In form 
(6.4) we have a far-reaching generalization of Faraday's law. The circuit 
C can be thought of as any closed geometrical path in space, not necessarily 
coincident with an electric circuit. Then (6.4) becomes a relation between 
the fields themselves. It is important to note, however, that the electric 
field, E' is the electric field at di in the coordinate system in which di is at 
rest, since it is that field which causes current to flow if a circuit is actually 
present. 
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If the circuit C is moving with a velocity v in some direction, as shown in 
Fig. 6.2, the total time derivative in (6.4) must take into account this 
motion. The flux through the circuit may change because (a) the flux 
changes with time at a point, or (b) the translation of the circuit changes 
the location of the boundary. It is easy to show that the result for the total 
time derivative of flux through the moving circuit is* 

.!!:_ f B. n da = f oB • n da + J. (B x v) • di (6.5) 
dtJs Jsot Yo 

Equation (6.4) can now be written in the form, 

1_ [E' - k( v x B)] · di = - k ( oB • n da 
re Js ot 

(6.6) 

This is an equivalent statement of Faraday's law applied to the moving 
circuit C. But we can choose to interpret it differently. We can think of 
the circuit C and surface Sas instantaneously at a certain position in space 
in the laboratory. Applying Faraday's law (6.4) to that fixed circuit, we 
find 

J. E · di = -k f au. n da 
Ye Js at 

(6.7) 

where E is now the electric field in the laboratory. The assumption of 
Galilean invariance implies that the left-hand sides of (6.6) and (6.7) must 
be equal. This means that the electric field E' in the moving coordinate 
system of the circuit is 

E' = E + k(v x B) (6.8) 

To determine the constant k we merely observe the significance of E'. A 
charged particle (e.g., one of the conduction electrons) in a moving circuit 

V 

-,..-........, 
I 

I 
I 
I 
I 
I 

-\__./ 

Fig. 6.2 

* For a general vector field there is an added term, L (V • B)v • n da, which gives the 

contribution of the sources of the vector field swept over by the moving circuit. The 
general result follows most easily from the use of the convective derivative, 

d a 
-=-+v•V 
dt ot. 
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will experience a force qE'. When viewed from the laboratory, the charge 
represents a current J = qv f5(x - x0). From the magnetic force law (5.7) 
or (5.12) it is evident that this current experiences a force in agreement 
with (6.8) provided the constant k is equal to c-1. 

We have thus reached the conclusion that Faraday's law takes the form 

,( E' • di = - ! !!_ i B • n da (6.9) 
1a c dt s 

where E' is the electric field at di in its rest frame of coordinates. The time 
derivative on the right is a total time derivative. If the circuit C is moving 
with a velocity v, the electric field in the moving frame is 

1 
E' = E + - (v x B) 

C 
(6.10) 

These considerations are valid only for nonrelativistic velocities. Galilean 
invariance is not rigorously valid, but holds only for relative velocities 
small compared to the velocity of light. Expression (6.10) is correct to 
first order in v/c, but in error by terms of order v2/c2 (see Section 11.10). 
Evidently, for laboratory experiments with macroscopic circuits, (6.9) and 
(6.10) are completely adequate. 

Faraday's law (6.9) can be put in differential form by use of Stokes's 
theorem, provided the circuit is held fixed in the chosen reference frame 
(in order to have E and B defined in the same frame). The transformation 
of the electromotive force integral into a surface integral leads to 

i (V x E + ! oB) • n da = 0 
S C Ot 

Since the circuit C and bounding surface Sare arbitrary, the integrand 
must vanish at all points in space. 

Thus the differential form of Faradaf s law is 

VxE+! 08 -o 
C Ot 

(6.11) 

We note that this is the time-dependent generalization of the statement, 
V x E = 0, for electrostatic fields. 

6.2 Energy in the Magnetic Field 

In discussing steady-state magnetic fields in Chapter 5 we avoided the 
question of field energy and energy density. The reason was that the 
creation of a steady-state configuration of currents and associated magnetic 
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fields involves an initial transient period during which the currents and 
fields are brought from zero to their final values. For such time-varying 
fields there are induced electromotive forces which cause the sources of 
current to do work. Since the energy in the field is by definition the total 
work done to establish it, we must consider these contributions. 

Suppose for a moment that we have only a single circuit with a constant 
current I flowing in it. If the flux through the circuit changes, an electro­
motive force C is induced around it. In order to keep the current constant, 
the sources of current must do work at the rate, 

dW 1 dF 
-=-l<!=-1-
dt C dt 

This is in addition to ohmic losses in the circuit which are not to be 
included in the magnetic-energy content. Thus, if the flux change through 
a circuit carrying a current I is bF, the work done by the sources is 

Now we consider the problem of the work done in establishing a general 
steady-state distribution of currents and fields. We can imagine that the 
build-up process occurs at an infinitesimal rate so that V • J = 0 holds to 
any desired degree of accuracy. Then the current distribution can be 
broken up into a network of elementary current loops, the typical one of 
which is an elemental tube of current of cross-sectional area D..a following 
a closed path C and spanned by a surface S with normal n, as shown in 
Fig. 6.3. 

We can express the increment of work done against the induced emf in 
terms of the change in magnetic induction through the loop: 

J ~(Ji D..(oW) = - n • oBda 
C S 

where the extra !l. comes from the fact that we are considering only one 
elemental circuit. If we express B in terms of the vector potential A, 
then we have 

J/J.ai Li(dW) = - (V x oA)•nda 
C S 

With application of Stokes's theorem this can be written 

!l.(bW) = J D..aj ~A· di 
C Jc 
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Fig. 6.3 Distribution of current 
density broken up into elemental 

current loops. 
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But J !la di is equal to J d3x, by definition, since di is parallel to J. 
Evidently the sum over all such elemental loops will be the volume 
integral. Hence the total increment of work done by the external sources 
due to a change oA(x) in the vector potential is 

ci W = ~ J oA • J d3x (6.12) 

An expression involving the magnetic fields rather than J and oA can be 
obtained by using Ampere's law: 

Then 

VxH=4-rrJ 
C 

The vector identity, 

V. (P X Q) = Q • (V X P) - p. (v X Q) 

can be used to transform (6.13): 

oW = _!_ J[H · (V x oA) + V · (H x {5A)] d3x 
4rr 

(6.13) 

(6.14) 

If the field distribution is assumed to be localized, the second integral 
vanishes. With the definition of Bin terms of A, the energy increment can 
be written: 

oW = _!_ JH • oB d3x 
41T 

(6.15) 

This relation is the magnetic equivalent of the electrostatic equation (4.89). 
In its present form it is applicable to all magnetic media, including ferro­
magnetic substances. If we assume that the medium is para- or dia­
magnetic, so that a linear relation exists between H and B, then 
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If we now bring the fie]ds up from zero to their final values, the total 
magnetic energy will be 

W = _!_ f H • B d3x 
. 81r 

(6.16) 

This is the magnetic analog of (4.92). 
The magnetic equivalent of (4.86) where the electrostatic energy is 

expressed in terms of charge density and potential, can be obtained from 
(6.12) by assuming a linear relation between J and A. Then we find the 
magnetic energy to be 

W = -1 f J • A d3x 
2c 

(6.17) 

The magnetic problem of the change in energy when an object of 
permeability µ 1 is placed in a magnetic field whose current sources are 
fixed can be treated in close analogy with the electrostatic problem of 
Section 4.8. The role of E is taken by B, that of D by H. The original 
medium has permeability µ0 and existing magnetic induction B0. After 
the object is in place the fields are Band H. It is left as an exercise for the 
reader to verify that for fixed sources of the field the change in energy is 

W = ..!._ f. (B • Ho - H • B0) d3x 
871' V1 

(6.18) 

where the integration is over the volume of the object. This can be written 
in the alternative forms: 

W = _!_ f. (µ1 - µ0)H • H0 d3x = -1 f. (_!_ - _!_)B • B0 d3x 
81r V 1 81r V 1 µO µ1 

(6.19) 

Both µ 1 and µ0 can be functions of position, but they are assumed inde­
pendent of field strength. 

If the object is in otherwise free space (µ0 = l), the change in energy can 
be expressed in terms of the magnetization as 

(6.20) 

It should be noted that (6.20) is equivalent to the electrostatic result 
( 4.96), except for sign. This sign change arises because the energy W 
consists of the total energy change occurring when the permeable body is 
introduced in the field, including the work done by the sources against the 
induced electromotive forces. In this respect the magnetic problem with 
fixed currents is analogous to the electrostatic problem with fixed potentials 
on the surfaces which determine the fields. By an analysis equivalent to 
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that at the end of Section 4.8 we can show that for a small displacement 
the work done against the induced emf's is twice as large as, and of the 
opposite sign to, the potential-energy change of the body. Thus, to find 
the force acting on the body, we consider a generalized displacement ~ and 
calculate the positive derivative of W with respect to the displacement: 

F = (aw) (6.21) ; a~ J 

The subscript J implies fixed source currents. 
The difference between (6.20) and the potential energy (5.73) for a 

permanent magnetic moment in an external field (apart from the factor ½, 
which is traced to the linear relation assumed between Mand B) comes 
from the fact that (6.20) is the total energy required to produce the con­
figuration, whereas (5. 73) includes only the work done in establishing the 
permanent magnetic moment in the field, not the work done in creating 
the magnetic moment and keeping it permanent. 

6.3 Maxwell's Displacement Current; Maxwell's Equations 

The basic laws of electricity and magnetism which we have discussed so 
far can be summarized in differential form by these four equations: 

Coulomb's law: V • D = 4rrp 

Ampere's law: 

(6.22) 
1 oB 

Faradaf s law: V x E + - - = 0 
C Ot 

Absence of free magnetic poles: V • B = 0 

These equations are written in macroscopic form and in Gaussian units. 
Let us recall that all but Faraday's law were derived from steady-state 
observations. Consequently, from a logical point of view there is no a 
priori reason to expect that the static equations hold unchanged for time­
dependent fields. In fact, the equations in set (6.22) are inconsistent as 
they stand. 

It required the genius of J. C. Maxwell, spurred on by Faraday's 
observations, to see the inconsistency in equations (6.22) and to modify 
them into a consistent set which implied new physical phenomena, at that 
time unknown but subsequently verified in all details by experiment. For 
this brilliant stroke in 1865, the modified set of equations is justly known as 
Maxwell's equations. 
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The faulty equation is Ampere's law. It was derived for steady-state 
current phenomena with V • J = 0. This requirement on the divergence 
of J is contained right in Ampere's law, as can be seen by taking the diver­
gence of both sides : 

41T 
- V . J = V . (V x H) = 0 (6.23) 

C 

While V • J = 0 is valid for steady-state problems, the complete re]ation 
is given by the continuity equation for charge and current: 

V · J +op= 0 
ai 

(6.24) 

What Maxwell saw was that the continuity equation could be converted 
into a vanishing divergence by using Coulomb's law (6.22). Thus 

V. J +Op= V •(J +..!..an)= 0 
ai 41r ot 

(6.25) 

Then Maxwell replaced J in Ampere's law by its generalization, 

J~J +_l_oD 
41r a, (6.26) 

for time-dependent fields. Thus Ampere's law became 

4,r 1 ao 
VXH=-J+--

c C Ot 
(6.27) 

still the same, experimentally verified, law for steady-state phenomena, 
but now mathematically consistent with the continuity equation (6.24) for 
time-dependent fields. Maxwell called the added term in (6.26) the 
displacement current. This necessary addition to Ampere's law is of crucial 
importance for rapidly fluctuating fields. Without it there would be no 
electromagnetic radiation, and the greatest part of the remainder of this 
book would have to be omitted. It was MaxweJI's prediction that light 
was an electromagnetic wave phenomenon, and that electromagnetic 
waves of all frequencies could be produced, which drew the attention of all 
physicists and stimulated so much theoretical and experimental research 
into electromagnetism during the last part of the nineteenth century. 

The set of four equations, 

V • D = 47Tp 
47T 1 an 

V X H=-J+--
c C Ot 

1 oB 
VxE+--=0 

C Ot 

(6.28) 
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known as Maxwell's equations, forms the basis of all electromagnetic 
phenomena. When combined with the Lorentz force equation and 
Newton's second law of motion, these equations provide a complete 
description of the classical dynamics of interacting charged particles and 
electromagnetic fields (see Section 6.9 and Chapters 10 and 12). For 
macroscopic media the dynamical response of the aggregates of atoms is 
summarized in the constitutive relations which connect D and J with E, 
and H with B (e.g., D = eE, J = crE, B = µH for an isotropic, permeable, 
conducting dielectric). 

The units employed in writing Maxwell's equations (6.28) are those of 
the previous chapters, namely, Gaussian. For the reader more at home in 
other units, such as mks, Table 2 of the Appendix summarizes essential 
equations in the commoner systems. Table 3 of the Appendix allows the 
conversion of any equation from Gaussian to mks units, while Table 4 
gives the corresponding conversions for given amounts of any variable. 

6.4 Vector and Scalar Potentials 

Maxwell's equations consist of a set of coupled first-order partial 
differential equations relating the various components of electric and 
magnetic fields. They can be solved as they stand in simple situations. 
But it is often convenient to introduce potentials, obtaining a smaller 
number of second-order equations, while satisfying some of Maxwell's 
equations identically. We are already familiar with this concept in 
electrostatics and magnetostatics, where we used the scalar potential <I> and 
the vector potential A. 

Since V • B = 0 still holds, we can define Bin terms ofa vector potential: 

B=VxA (6.29) 

Then the other homogeneous equation in (6.28), Faraday's law, can be 
written 

V x (E + ! oA) = 0 
C Ot 

(6.30) 

This means that the quantity with vanishing curl in (6.30) can be written 
as the gradient of some scalar function, namely, a scalar potential <I>: 

or 

1 oA 
E + -- = -V<I> 

Cat 

1 aA 
E = -V<l> - -­ca, 

(6.31) 



180 Classical Electrodynamics 

The definition of B and E in terms of the potentials A and <I> according to 
(6.29) and (6.31) satisfies identically the two homogeneous Maxwell's 
equations. The dynamic behavior of A and <I> will be determined by the 
two inhomogeneous equations in (6.28). 

At this stage it is convenient to restrict our considerations to the 
microscopic form of Maxwell's equations. Then the inhomogeneous 
equations in (6.28) can be written in terms of the potentials as 

v2<1> + !i(v -A)= -4wp 
C Ot 

v2A - .!. a2A - v(v ·A+! a<1>) = - 41r J 
c2 ot2 C Gt C 

(6.32) 

(6.33) 

We have now reduced the set of four Maxwell's equations to two equations. 
But they are still coupled equations. The uncoupling can be accomplished 
by exploiting the arbitrariness involved in the definition of the potentials. 
Since B is defined through (6.29) in terms of A, the vector potential is 
arbitrary to the extent that the gradient of some scalar function A can be 
added. Thus Bis left unchanged by the transformation, 

A-+A' =A+ VA (6.34) 

In order that the electric field (6.31) be unchanged as well, the scalar 
potential must be simultaneously transformed, 

ct> -+ <I>' = <I> _ ! oA 
C Gt 

(6.35) 

The freedom implied by (6.34) and (6.35) means that we can choose a set 
of potentials (A, <I>) such that 

V · A + ~ ocl> = 0 (6.36) 
C Ot 

This will uncouple the pair of equations (6.32) and (6.33) and leave two 
inhomogeneous wave equations, one for <I> and one for A: 

(6.37) 

(6.38) 

Equations (6.37) and (6.38), plus (6.36), form a set of equations equivalent 
in all respects to Maxwell's equations. 
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6.5 Gauge Transformations; Lorentz Gauge; Coulomb Gauge 

The transformation (6.34) and (6.35) is called a gauge transformation, 
and the invariance of the fields under such transformations is called gauge 
invariance. The relation (6.36) between A and <I> is called the Lorentz 
condition. To see that potentials can always be found to satisfy the 
Lorentz condition, suppose that the potentials A, <I> which satisfy (6.32) 
and (6.33) do not satisfy (6.36). Then let us make a gauge transformation 
to potentials A', <I>' and demand that A', «I>' satisfy the Lorentz condition: 

, 1 o<t>' 1 a<1> 2 1 a2A 
V•A +--=O=V•A+--+V'.A---

c Of C Ot c2 Ot2 
(6.39) 

Thus, provided a gauge function A can be found to satisfy 

(6.40) 

the new potentials A', «I>' will satisfy the Lorentz condition and the wave 
equations (6.37) and (6.38). 

Even for potentials which satisfy the Lorentz condition (6.36) there is 
arbitrariness. Evidently the restricted gauge transformation, 

where 

A-A+VA 1} 
1 oA 

<t>-<I> - - -
C Ot 

(6.41) 

(6.42) 

preserves the Lorentz condition, provided A, <I> satisfy it initially. All 
potentials in this restricted class are said to belong to the Lorentz gauge. 
The Lorentz gauge is commonly used, first because it leads to the wave 
equations (6.37) and (6.38) which treat <I> and A on equivalent footings, 
and second because it is a concept which is independent of the coordinate 
system chosen and so fits naturally into the considerations of special 
relativity (see Section 11.9). 

Another useful gauge for the potentials is the so-called Coulomb or 
transi·erse gauge. This is the gauge in which 

(6.43) 
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From (6.32) we see that the scalar potential satisfies Poisson's equation, 

V2<1> = -41Tp (6.44) 
with solution, 

<l>(x, t) = f p(x'' t) cfdx' 
Ix - x1I 

(6.45) 

The scalar potential is just the instantaneous Coulomb potential due to 
the charge density p{x, t). This is the origin of the name "Coulomb 
gauge." 

The vector potential satisfies the inhomogeneous wave equation, 

V2A - 1 o2A = - 47T J + 1 V o<I> 
c2 ot2 C C Ot 

(6.46) 

The "current" term involving the potential can, in principle, be calculated 
from (6.45). Formally, we use the continuity equation to write 

V o<l> = -vf V' • J(x'' t) dax' 
ot Ix - x'I 

(6.47) 

If the current is written as the sum of a longitudinal and transverse part, 

J=Ji+Jt (6.48) 

where V x J z = 0 and V • J t = 0, then the parts can be written 

J, = - _!_ vf V'. J dax, 
41r Ix - x'I 

(6.49) 

J t = l_ V x V x f J d3x' 
41r Ix - x'I 

(6.50) 

This can be proved by using the vector identity, V x (V x J) = 
V(V • J) - V2J, together with V2(1/lx - x'I) = -41r o(x - x'). Com­
parison of (6.47) with (6.49) shows that 

V o<l> = 47TJ 
O( l 

(6.51) 

Therefore the source for the wave equation for A can be expressed entirely 
in terms of the transverse current (6.50): 

v2A - l a2A = - 41r J 
- 2 a 9 t ,..._ C t ~ C 

(6.52) 

This is, of course, the origin of the name "transverse gauge." 
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The Coulomb or transverse gauge is often used when no sources are 
present. Then <I> = 0, and A satisfies the homogeneous wave equation. 
The fields are given by 

E = _ ! aA}1 
C Ot 

B=VXA 

6.6 Green's Function for the Time-Dependent Wave Equation 

(6.53) 

The wave equations (6.37), (6.38), and (6.52) all have the basic structure, 

t'i'2 1 a21P 
V 1/J - - - = -%/ (X t) 

c2 a,2 ' {6.54) 

where .f(x, t) is a known source distribution. The factor c is the velocity 
of propagation in the medium. 

To solve (6.54) it is useful to find a Green's function for the equation, 
just as in electrostatics. Since the time is involved, the Green's function 
will depend on the variables (x, x', t, t'), and will satisfy the equation, 

( V .' - :. ;.) G(x, t; x', t') = -4,,- d(x - x') d(t - t') (6.55) 

Then in infinite space with no boundary surfaces the solution of (6.54) 
will be 

1J'(X, t) = f G(x, t; x', t')f(x', t') tf3x' dt' (6.56) 

Of course, the Green's function will have to satisfy certain boundary 
conditions demanded by physical considerations. 

The basic Green's function satisfying (6.55) is a function only of the 
differences in coordinates (x - x') and times (t - t'). To find G we 
consider the Fourier transform of both sides of (6.55). The delta functions 
on the right have the representation, 

d(x - x') t5(t - t') = _l_f dskfdwik•(i-x•) e-iw(t-t') 

(21r)' 

We therefore write the representation of Gas 

(6.57) 

(6.58) 
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The Fourier transform g(k, co) is to be determined. When (6.57) and 
(6.58) are substituted into the defining equation (6.55), it turns out that 
g(k, w) is 

(6.59) 

When g(k, w) is substituted into (6.58) and the integrations over k and 
ro are begun, there appears a singularity in the integrand at k2 = w2/ c2• 

Consequently solution (6.59) is meaningless without some rule as to how 
to handle the singularities. The rule cannot come from the mathematics. 
It must come from physical considerations. The Green's function satis­
fying (6.55) represents the wave disturbance caused by a point source at x' 
which is turned on only for an infinitesimal time interval at t' = t. We 
know that such a wave disturbance propagates outwards as a spherically 
diverging wave with a velocity c. Hence we demand that our solution for 
G have the following properties; 

(a) G = 0 everywhere for t < t'. 
(b) G represent outgoing waves fort> t'. 

If we think of the w integration in (6.58), the singularities in g(k, w) occur 
at w = ±ck. We can do the w integration as a Cauchy integral in the 
complex w plane. For t > t' the integral along the real axis in (6.58) is 
equivalent to the contour integral around a path C closed in the lower 
half-plane, since the contribution on the semicircle at infinity vanishes 
exponentially. On the other hand, for t' > t, the contour must be closed 
in the upper half-plane, as shown in Fig. 6.4 by path C'. 

In order to make G vanish for t < t' we must imagine that the poles at 
w = ±ck are displaced be1ow the real axis, as in Fig. 6.4. Then the integral 
over C for t > t' will give a nonvanishing contribution, while the integral 

• 
-ck - ie 

w plane 

• 
ck - ie 

Fig. 6.4 Complex w plane with contour 
C fort> t' and contour C' fort < t'. 
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over C' for t < t' will vanish. The displacement of the poles can be 
accomplished mathematically by writing (w + i€) in place of win (6.59). 
Then the Green,s function is given by 

l f f tk•R-iw,-G(x, t; x', t') = - 3 d3k dw __ e ___ _ 
41r ks 1 ( + . )2 - - OJ J( 

c2 

(6.60) 

where R = x - x', -r = t - t', and t" is a positive infinitesimal. 
The integration over ru for -r > 0 can be done ·with Cauchy's theorem 

applied around the contour C of Fig. 6.4, giving 

G = ..£_fdaki"·R sin (cTk) 
2'1T2 k 

(6.61) 

The integration over d3k can be accomplished by first integrating over 
angles. Then 

G = 2c f oo dk sin (kR) sin (cTk) 
1TRJ0 

(6.62) 

Since the integrand is even in k, the integral can be written over the whole 
interval, - oo < k < oo. With a change of variable x = ck, (6.62) can 
be written 

(6.63) 

From (2. 52) we see that the integrals are just Dirac delta functions. The 
argument of the second one never vanishes (remember, -r > 0). Hence 
only the first integral contributes, and the Green's function is 

or, more explicitly, 

(5(t' + Ix - x'I _ 1) 
G(x t • x' t') = c ,. ' , I 'I x-x 

(6.64) 

This Green's function is sometimes called the retarded Green's function 
because it exhibits the causal behavior associated with a wave disturbance. 
The effect observed at the point x at time t is due to a disturbance which 

• • d 1· ded • ' Ix - x'I h • t ' ongmate at an ear 1er or retar time t = t - --- at t e pom x. 
C 
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The solution for the wave equation (6.54) in the absence of boundaries 
lS 

I fJ(t' + Ix - x'I -t) 
C (6,65) 

w(x, t) = Ix_ x'I f(x', t') d3x'dt' 

The integration over dt' can be performed to yield the so-called "retarded 
solution," 

1J'(X, t) =f [f(x', t')]ret d3x' 
Ix - x'I 

(6.66) 

The square bracket [ lret means that the time t' is to be evaluated at the 
. Ix- x'I 

retarded time, t' = t - --- . 
C 

6.7 Initial-Value Problem; Kirchhoff's Surface-Integral Representation 

Solution (6.66) is a particular integral of the inhomogeneous wave 
equation (6.54). To it can be added any solution of the homogeneous 
wave equation necessary to satisfy the boundary conditions. From the 
table at the end of Section 1.9 we see that the proper boundary conditions 
are Cauchy boundary conditions (v,and ov,/on given) on an Hopensurface." 
For the three-dimensional wave equation an open surface is defined as a 
three-dimensional volume specified by one functional relationship between 
the four coordinates (x, y, z, t). The customary open surface is ordinary 
three-dimensional space at a fixed time, t = t0. Then the problem is an 
initial-value problem with v,(x, t0) and ov,(x, t0)/ot given for all x. We 
wish to determine 1P(X, t) for all times t > t0. 

To discuss the initial-value problem and also an integral representation 
of Kirchhoff for closed bounding surfaces, we use Green's theorem (1.35), 
integrated over time from t' = t0 to t' = t1 > t: 

f. t1dt'J, d3x'(c/, V12 v, - v, V' 2 c/,) = fti dt' ,( (4> 01P, - 11' atjJ,) da' (6.67) 
to V Jto jS an on 

We now choose v, = v, and ef, = G. With wave equations (6.54) and (6.55) 
the left-hand side can be written 

L-HS = i: 'at' Iv d"x'[ 4,,-,p(x', t') ,l(x' - x) ~(t' - t) 

(6.68) 
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The first two terms in (6.68) will evidently give the particular integral (6.66). 
The last two terms can be integrated by parts with respect to the time to 
give 

L-HS = 4-mp(x, t) - 41rf t1dt' ( d3x'f(x', t')G 
to Jv 

+ 1 I, d3 '(G 01 oG t'= ti 
- X --,p-
c2 V Ot' at' t'=to 

(6.69) 

Since G = 0 at t' = t1 > t, the upper limit vanishes. We can thus combine 
(6.69) and (6.67) to give the integral representation for ,p(x, t) inside the 
volume V, bounded by the surface S, at times t > t0 : 

'f/J(X, t) = f dax' [f (x', t')]ret + _1_ f dax, (G a"P _ 1P oG 
V Ix - x'I 41rc2Jv ot' at' t'=to 

+ _!_ [t 1dt' J da'(G a,p, - 1J1 ~~) (6.70) 
41rJto Ys an vn 

We have written the first term in (6. 70) in the usual form (6.66) by using 
the explicit result (6.64) for G. We now do the same for the other terms. 

For simplicity, first we consider the infinite-domain initial-value 
problem with 1P and a,p/ot as given functions of space at t = t0 = O: 

,p(x, 0) = F(x), o,p (x, 0) = D(x) (6.71) 
at 

Then the surface integral in (6.70) can be omitted. To simplify the 
notation we take the observation point at the origin and use spherical 
coordinates in the integrals. Then we have 

tp(O, t) = J anf r' dr'f(r', Q', t' = t - :) + ~c•f dQ'f' r' dr' 

x [n(r',0.')~(t - r')- F(r',0.)..£_ d(t' + r' - 1) ] (6.72) 
C at' C t'=O 

The derivative of the delta function can be written 

a ~( , r' ) ., ~'( , ) - u t + - - t = c· u r - ct 
Ot' C t'=O 

Then, with the properties of the delta function summarized in Section 1.2, 
(6.72) becomes 

,p(O, 1) = J dQ• f."',, dr'f( r', Q', t' == I - ~) 

+ _!_ fdo.'[tD(ct, 0') + .£_ (tF(ct, 0.'))] (6.73) 
41r at 
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This is called Poisson's solution to the initial-value problem. With no 
sources present (f = 0), on1y values of the initial field at distances ct from 
the origin contribute at time t. 

The initial-value problem for the wave equation has been extensively 
studied in one, two, three, and more dimensions. The reader is referred to 
Morse and Feshbach, pp. 843-847, and to the more mathematical treat­
ment of Hadamard. 

The other result which we wish to obtain from (6. 70) is the so-called 
Kirchhoff representation of the field inside the volume Vin terms of the 
values of 1/1 and its derivatives on the boundary surface S. We thus assume 
that there are no sources within V and that the initial values of '1/J and 
ar/ilt vanish. (Alternatively, we can assume that the initial time is in the 
remote past so that there are no more contributions from the initial-value 
solution (6.73) within the volume V.) Then the field inside Vis given by 

111(x, t) = - dt' da' a1 - 1P-1 Jt1 f ( a ao) 
4'1T to s an' on' 

(6.74) 

With G given by (6.64) we can calculate oG/on': 

u t + - - t [.ll( 1 R )] 
v,G == aa V'R == _ R ~ c 

oR R oR R 

(6.75) 

The term involving the derivative of the delta function can be integrated 
by parts with respect to the time t'. Then the Kirchhoff integral repre­
sentation is 

( ) 1 f. [V''I/J(X', t') R ( , ') R 0'1/J(X', t')] d , VJX,t =- n• ----------- '1/JX,t -- ............ -~ a 
47" s R R3 cR2 dt' ret 

(6. 76) 

where R = x - x', and n is a unit normal to the surface S. We emphasize 
that (6.76) is not a solution for the field '1/J, but only an integral representa~ 
tion in terms of its value and the values of its space and time derivatives on 
the surface. These cannot be specified arbitrarily; they are known only 
when the appropriate Cauchy boundary-value problem has been solved. 

The Kirchhoff integral (6.76) is a mathematical statement of Huygens' 
principle and is used as the starting point in discussing optical-diffraction 
problems. Diffraction is discussed in detail in Chapter 9, Section 9.5 and 
below. 
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(j.,8 Poynting's Theorem 

The forms of the laws of conservation of energy and momentum are 
important results to establish for the electromagnetic field. We begin by 
considering conservation of energy, often called Poynting's theorem (1884). 
For a single charge q the rate of doing work by external electromagnetic 
fields E and Bis qv • E, where vis the velocity of the charge. The magnetic 
field does no work, since the magnetic force is perpendicular to the velocity. 
If there exists a continuous distribution of charge and current, the total 
rate of doing work by the fields in a finite volume Vis 

L J • E d3x (6.77) 

This power represents a conversion of electromagnetic energy into 
mechanical or thermal energy. It must be balanced by a corresponding 
rate of decrease of energy in the electromagnetic field within the volume V. 
In order to exhibit this conservation law explicitly, we wi11 use Maxwell's 
equations to express (6.77) in other terms. Thus we use the Ampere­
Maxwell law to eliminate J: 

f J . E d3x = ..!_ f [cE . (V x H) - E . an] tFx Jv 4-n-Jv ot 

If we now employ the vector identity, 

V • (E x H) = H • (V x E) - E • (V x H) 

and use Faraday's law, the right side of (6.78) becomes 

f J • E d3x = - lJ [cv • (E x H) + E • an + H, 08] d3x Jv 41r V at ot 

(6.78) 

(6.79) 

To proceed further we must make two assumptions. The first one is not 
fundamental, and is made for simplicity only. We assume that the macro­
scopic medium involved is linear in its electric and magnetic properties. 
Then the two time derivatives in (6.79) can be interpreted, according to 
equations (4.92) and (6.16), as the time derivatives of the electrostatic and 
magnetic energy densities. We now make our second assumption, namely, 
that the sum of (4.92) and (6.16) represents the total electromagnetic 
energy, even for time-varying fields. Then if the total energy density is 
denoted by 

1 
u = - (E • n + B • H) 

87T 
(6.80) 
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(6. 79) can be written 

-J, J • E d3x =l [au + .£_ V • (E X H)] d3x 
V V Bt 47T 

(6.81) 

Since the volume Vis arbitrary, this can be cast into the form of a dif­
ferential continuity equation or conservation law, 

(6.82) 

The vector S, representing energy flow, is called Poynting's vector. It is 
given by 

C 
S=-(ExH) 

4rr 
(6.83) 

and has the dimensions of (energy/area x time). Since only its divergence 
appears in the conservation law, Poynting's vector is arbitrary to the 
extent that the curl of any vector field can be added to it. Such an added 
term can, however, have no physical consequences. Hence it is customary 
to make the specific choice (6.83). 

The physical meaning of the integral or differential form (6.81) or (6.82) 
is that the time rate of change of electromagnetic· energy within a certain 
volume, plus the energy flowing out through the boundary surfaces of the 
volume per unit time, is equal to the negative of the total work done by the 
fields on the sources within the volume. This is the statement of conser­
vation of energy. If nonlinear effects, such as hysteresis in ferromagnetic 
materials, are envisioned, the simple law (6.82) is no longer valid, but 
must be supplemented by terms giving the hysteresis power loss. 

6.9 Conservation Laws for a System of Charged Particles 
and Electromagnetic Fields 

The statements (6.81) and (6.82) of Poynting's theorem have empha~ 
sized the energy of the electromagnetic fields. The work done per unit time 
per unit volume by the fields (J • E) is a conversion of electromagnetic into 
mechanical or heat energy. Since matter is ultimately composed of 
charged particles (electrons and atomic nuclei), we can think of this rate 
of conversion as a rate ofincrease of energy of the charged particles per unit 
volume. Then we can interpret Poynting"s theorem for the microscopic 
fields as a statement of conservation of energy of the combined system of 
particles and fields. If we denote the total energy of the particles within 
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the volume Vas Emeeh and assume that no particles move out of the 
volume, we have d i 

Emech = J • E d3x (6.84) 
dt V 

Then Poynting's theorem expresses the conservation of energy for the 
combined system as 

dE d f, - = - (Emech + Efieid) = - D • S da 
dt dt s 

(6.85) 

where the total field energy within V is 

Et1.eld = r U d3x = l_ r (E2 + B2) d3x 
lv 81TJv 

(6.86) 

The conservation of linear momentum can be similarly considered. We 
have seen that the force on a charge q in an external field Eis qE. From the 
basic law (5.12) for forces on currents we can deduce that the magnetic 
force on a charge q moving with velocity v in an external magnetic induction 
Bis (q/c) v x B. Thus the total electromagnetic force on a charged particle 
IS 

F =q(E + ~ x u) (6.87) 

This is called the Lorentz force. Although we have deduced it within the 
framework of steady-state phenomena, it is well verified for all charged 
particles with arbitrarily large velocities. 

From Newton's second law we can write the rate of change of the 
particle's momentum as 

dp = q (E + ! x e) 
dt C 

(6.88) 

If the sum of all the momenta of all the particles in the volume V is 
denoted by p mech• we can write 

dPmech =i (pE + ! J X B) d3x (6.89) 
dt V C 

We have converted the sum over particles to an integral over charge and 
current densities for convenience in manipulation. The particu1ate nature 
can be recovered at any stage by making use of delta functions, as in 
Section 1.2. In the same manner as for Poynting's theorem, we use 
Maxwelrs equations to eliminate p and J from ( 6.89): 

P = _!._ V · E J = ..£..(v x B - ! oE) (6.90) 
41r ' 47T C at 
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Note that we have written only E an'-1 Bin (6.90), and not Hor D. The 
reason is, as mentioned earlier, that -we are imagining all the charges as 
treated in the mechanical part of the system and so use the microscopic 
equations which involve only E and B. Some remarks will be made in 
the next section on the differences which arise when some of the particles, 
namely, the bound atoms, are included in the '"field" energy and momentum 
through the dielectric constant and permeability. (See also Problem 6.8.) 

With (6.90) substituted into (6.89) t:he integrand becomes 

pE + ! J x B = _!_[E(V • E) + _! B X oE - B x (V x B)] 
C 41T C Ot 

(6.91) 

Then writing 

B x oE = - I CE x B) + E x an 
ot ot at 

and adding B(V • B) = 0 to the square bracket, we obtain 

pE + ! J x B = ..!_ [E(V · E) + B(V • B) - E x (V x E) 
C 4rr 

1 a 
- Bx (V X B)] - --(EX B) (6.92) 

41rc ot 

The rate of change of mechanical momentum (6.89) can now be written 

dPmecn + !!_ J ~1- (E x B) d3x = ..!_ f [E(V · E) - E x (V x E) 
dt dt v 41rc 41r J v 

+ B(V • B) - B x (V x B)] d3x (6.93) 

We may tentatively identify the volurne integral on the left as the total 
electromagnetic momentum Pfield in the volume V: 

Pfield = -1-f. (E X B) d3x 
41rc V 

(6.94) 

The integrand can be interpreted as a density of electromagnetic 
momentum. We note that this momentum density is proportional to the 
energy-flux density S, with proportionttlity constant c-2. 1 

To complete the identification of the volume integral of - (E x B) as 
411c 

electromagnetic momentum, and to establish (6.93) as the conservation. 
law for momentum, we must convert the volume integral on the right into 
a surface integral of the normal component of something which can be 
identified as momentum flow. 
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Evidently the terms in the volume integral (6.93) transform like vectors. 
Consequently, if they are to be combined into the divergence of some 
quantity, that quantity must be a tensor of the second rank. While it is 
possible to deal with rectangular components of momentum, instead of the 
vectorial form (6.93), the tensor can be handled within the framework of 
vector operations by introducing a corresponding dyadic. If a tensor in 
three dimensions is denoted by Tii (i,j = 1, 2, 3), and Ei are the unit base 
vectors of the coordinate axes, the dyadic corresponding to the tensor Tii 
is defined to be 

(6.95) 

The unit vector on the left can form scalar or -vector products from the 
left, and correspondingly for the unit vector on the right. Given the dyadic, 
we can determine the tensor elements by taking the appropriate scalar 
products: 

~ 

Tii = ei • T • E; (6.96) 
+-+ 

A special dyadic is the identity I formed with the unit second-rank tensor: 
f---► 

I= E1E1 + EzEz + EaEa (6.97) 
~ 

The scalar product of any vector or vector operation with I from either 
the left or right merely gives the original vector quantity. 

With these sketchy remarks about dyadics, we now proceed with the 
vector manipulations needed to convert the volume integral on the right 
side of (6.93) into a surface integral. Using the vector identity, 

½V(B • B) = (B • V)B + B x (V x B) 

the terms involving Bin (6.93) can be written 

B(V •B) - Bx (V x B) = B(V •B) + (B • V)B - ½VB2 (6.98) 

This can be identified as the divergence of a dyadic: 
~ 

B(V • B) + (B • V)B - ½ V B2 = V • (BB - t I B2) (6.99) 

The electric field term in (6.93) can be put in this same form. Consequently 
the conservation of linear momentum becomes 

~ (Pmech + Pfield) = r V •T d 3x ="n •T da 
dt Jv :fs 

f---► 

The tensor-dyadic T, called Maxwell's stress tensor, is 

~ 1 f---► 

T = - [EE + BB - ½ I (E2 + B2)] 
41T 

(6.100) 

(6.101) 
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The elements of the tensor are 

J:; = 4~ [EiE,- + BiB; - ½oi;(E2 + B2)] (6.102) 

-t------) 

Evidently (-n • T) in (6.100) represents the normal flow of momentum 
per unit area out of the volume V through the surface S. Or, in other 

~ 

words, ( -n • T) is the force per unit area transmitted across surface S. 
This can be used to calculate the forces acting on material objects in 
electromagnetic fields by enclosing the objects with a boundary surface S 
and adding up the total electromagnetic force according to the right-hand 
side of ( 6.100). 

The conservation of angular momentum of the combined system of 
particles and fields can be treated in the same way as we have handled 
energy and linear momentum. This is left as a problem for the student 
(Problem 6.9). 

6.10 Macroscopic Equations 

Although the equations of electrodynamics have been written in macro­
scopic form for the most part in this chapter, the reader will be aware that 
the derivation of the macroscopic equations from the microscopic ones 
was done separately for electrostatics and magnetostatics in Sections 4.3 
and 5.8. Thus there arises the question of whether the derivation still holds 
good for time-dependent fields. It is intuitively obvious that it must, since 
Maxwell's addition of the displacement current was done at the macro­
scopic level. Nevertheless, it is useful to examine briefly the derivation to 
see in particular how the time variation of the polarization P gives rise to 
a current contribution and so converts the microscopic displacement 
current oE/ot into .the macroscopic displacement current oD/dt. 

The basic assumption inherent in our previous discussions was that the 
macroscopic fields E and B which satisfy the two homogeneous Maxwell's 
equations (6.28) are the averages of the corresponding microscopic fields 
E and (3: 

E(x, t) = (e), B(x, t) = ((3) (6.103) 

The averages now involve a temporal and a spatial average, e.g., 

(E} = 1 fda~fdre(x + ;, t + r) (6.104) 
dVdT 

where the volume b. V and the time interval d T are small compared to 
macroscopic quantities. 
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Relations (6.103) imply that the macroscopic potentials Cl> and A are the 
averages of their microscopic counterparts, 

<l>(x, t) = (<p), A(x, t) = <a) (6.105) 

since the fields E and B ( or £and~) are derived by differentiation according 
to (6.29) and (6.31 ). 

The derivation of the averaged potentials in terms of the molecular 
properties proceeds exactly as in Sections 4.3 and 5.8J with two modifi­
cations. The first is that, according to our discussion of the solution of the 
wave equation in Section 6.6, we must have a "retarded" solution. Thus the 
same steps that led to ( 4.33) now lead to the averaged scalar potential: 

(c/>) =JN(x')[(emoI(X', t')) + (Pmo1(x', t')) • V'( 1 )] d3x' 
Ix - x'I Ix - x'I ret 

(6.106) 
To this must be added the retarded contribution of the excess free charge, 
Pcx· The second change comes in the vector potential. In the steady-state 
situation the molecular contribution to the vector potential was the sum of 
terms like (5.75), representing magnetic dipole contributions. The leading 
term in the expansion vanished because of the condition V • J = 0. With 
time-dependent fields this is no longer true. If we retrace our steps to 
equation (5.51), we see that the leading term in the expansion of amol is 

= 1 J J ( , ') .13 , + (magnetic dipole) + . . . (6 107) 
8mol mol X , t a- X t (5 75) · 

clx - x;I erm . 

For simplicity we omit the retarded symbols temporarily. Using the 
identity V' • (x/ J) = Ji + x/V' • J, the first term can be transformed into 

ftmol = -l fx'(V' • Jmol) d3x' + (5.75) + · · · (6.108) 
clx - x 1j 

The continuity equation can now be used to write V' • Jmol = -optnotf8t', 
and the definition of molecu]ar electric dipole moment ( 4.25) can be 
employed to cast (6.108) in the form: 

amot(X, t),..., [! ap;(t') l + m;(t') X (x - Xi)] (6.109) 
C ot' Ix - x,-1 Ix - X;!3 ret 

With time-dependent fields we have a leading term proportional to the 
time rate of change of the electric dipole moment.* Summing over all 

* Actually, for time-varying fields not only does the leading term appear, but also from 
~ 

the second term in (5. 51) there arises a term which is a ? • V' ( 1 
1 I), where Q 

C vt X - X' 

is the quadrupole dyadic of the molecule. Since we kept only electric dipole terms in 
(6.106), we drop this quadrupole term here. 
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molecules and averaging according to (6.104) leads to the averaged 
microscopic vector potential : 

<a) = ! fN(x')[ 1 ~ (Pmo1(x', t')) 
C Ix - x'J ot' 

+ c<mmo1(x', t')) X V'( l , )] d3x; (6.110) 
Ix - x I ret 

To this must be added the standard contribution from the macroscopic 
conduction-current density J(x, t). 

Solutions (6.106) and (6.110), augmented by the free-charge and con­
duction-current contributions, can be written as 

(cf,) =f [ (p) ] dax, 
Ix - x'I ret 

(a) = !f [ <J) ] d3x' 
c Ix - x'I ret 

(6.111) 

With definitions (4.36) and (5.77) of macroscopic polarization P and 
magnetization M, the averaged charge and current densities in (6.111) can 
be expressed as 

(p) = P - V. p 
oP 

(J) = J + c(V x M) + -
ai 

where p and J are the macroscopic charge and current densities. 

(6.112) 

We are now in a position to verify explicitly the deduction of the 
macroscopic Maxwell's equations from the microscopic ones. The 
homogeneous ones follow directly from identification (6.103). Of the 
inhomogeneous ones, consider the microscopic form of Ampere's law: 

411 1 OE 
Vx~=-J+--

c Cat 
(6.113) 

Averaging both sides and using (6.112) for (J), we get 

47T ( oP) 1 oE 
VxB=~ J+c(VXM)+at +~at (6.114) 

With the definitions H = B - 41rM and D = E + 41TP, this becomes 

V x H = 4rr J + ! oD 
C C Ot 

(6.115) 

as required. The other equation, V • D = 41rp, follows in an even simpler 
way from (6.112). 
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As a final remark concerning the macroscopic field equations we discuss 
the differences between the microscopic and macroscopic forms of 
Poynting's theorem. We derived the conservation of energy in Section 
6.8 in the macroscopic form (6.81). Written out explicitly in terms of all 
the fields, it is 

.£..I (E X H) • D da + _!_f, (E • oD + ff • oB) d3x = -J, E • J d3x 
41T s 411 v ot a, v 

(6.116) 

The different fields E, D, B, H enter in characteristic ways which can be 
understood ifwe establish contact with the microscopic form of Poynting's 
theorem. We can do this most easily by merely expressing the left side of 
(6.116) in terms of the basic fields E and B. Then (6.116) can easily be 
shown to be 

.E.. r (E X B) . n da + _!_J, (E . BE + B I ae) d3x 
41rJs % V Ot Ot 

= -Iv E•(J + cV x M + ~:) d3x (6.117) 

From (6.112) we see that (6.117) looks like the statement of Poynting's 
theorem for the microscopic fields, except that each quantity is replaced by 
its average. This is not the average of Poynting's theorem for microscopic 
fields, but differs from it by a set of terms which are the statement of energy 
conservation for the fluctuating fields measuring the instantaneous 
departure of E and~ from E and B. Apart from these fluctuating fields, 
(6.117) can be interpreted as follows. 

If we include in the sources of charge and current the electronic motion 
within the molecules as well as the conduction current, then Poynting's 
theorem appears in terms of the basic fields E and Band involves the work 
done per unit time by the electric field on all currents. If we choose to 

[oP ] treat the work done on the effective molecular current ot + c(V x M) 

as energy stored or propagated in the medium, that term can be taken 
over to the left-hand side and included in the energy-density and energy­
flow terms characteristic of the medium. Then we return to the macro­
scopic Poynting's theorem (6.116) with only the work done per unit time 
by the electric field on the conduction current shown explicitly. It is 
natural to absorb the energy associated with the effective molecular 
current into the energy stored in the field, since it is a property of the 
medium and is in general stored energy (i.e., reactive power) which involves 
no time-average dissipation (not true for magnetic media with hysteresis 
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effects). The power associated with the conduction current is, on the 
other hand, dissipative, since it involves a conversion of electrical energy 
into mechanical. 
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and, in more mathematical detail, by 
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PROBLEMS 

6.1 (a) Show that for a system of current-carrying elements in empty space the 
total energy in the magnetic field is 

W = _1 f daxf dax, J(x) • J(x') 
2c2 Ix - x'I 

where J(x) is the current density. 
(b) Jf the current configuration consists of n circuits carrying currents 

Ii, / 2, ... , / n• show that the energy can be expressed as 
'1 11 II 

w = ½ z Lill + z z Milil j 
i=1 i=l j>i 

Exhibit integral expressions for the self-inductances (Li) and the mutual 
inductances (M0 ). 

6.2 A two-wire transmission line consists of a pair of nonpermeable para11el 
wires of radii a and b separated by a distance d > a + b. A current flows 
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down one wire and back the other. It is uniformiy distributed over the 
cross section of each wire. Show that the self-inductance per unit length is 

c2 L = 1 + 2 In ( :; ) 

6.3 A circuit consists of a thin conducting shell of radius a and a parallel 
return wire of radius b inside. If the current is assumed distributed 
uniformly throughout the cross section of the wire, calculate the self­
inductance per unit length. What is the self-inductance if the inner con­
ductor is a thin hollow tube? 

6.4 Show that the mutual inductance of two circular coaxial loops in a homo­
geneous medium of permeability µ is 

41Tµ • ;-[(2 ) 2 ] M12 = c2 -v ab k - k K(k) - k E(k) 

where 
k2 = 4ab 

(a + b)2 + d 2 

and a, b are the radii of the loops, dis the distance between their centers, 
and K and E are the complete elliptic integrals. 

Find the limiting value when d <{; a, band a ,...., b. 
6.5 A transmission line consists of two, parallel perfect conductors of arbitrary, 

but constant, cross section. Current flows down one conductor and returns 
via the other. 

Show that the product of the inductance per unit length L and the 
capacitance per unit length C is 

1-u, 
LC=-

c2 

whereµ and E are the permeability and the dielectric constant of the medium 
surrounding the conductors, while c is the velocity of light in vacuo. 

6.6 Prove that any vector field F can be decomposed into transverse and 
longitudinal parts, 

F =Fi +Ft 

wfth V •Ft= 0 and V x Fi= 0, where Fi and Ft are given by (6.49) and 
(6.50). 
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6.7 (a) Show that the one-dimensional wave equation, 

a2'P 1 a2'P 
----=0 axz c2 a12 

has the general solution, 

( ) ( x) cf.t+(x/c) 
'lf(X, t) = t/ t - :c + tf t + - + -2 F(t') dt' 

. C t-(x/c) 

where the boundary conditions are specified by the values of 'I' and a'P/ ax 
at x = 0 for all time: 

a'P 
V'(0, t) = /(t), - (0, t) = F(t) ox 

(b) What is the corresponding solution if the boundary conditions are 
that, at t = 0, 

'P(x, 0) = f(x), fJy, (x, 0) = g(x) 
at 

6.8 Discuss the conservation of energy and linear momentum for a macro­
scopic system of sources and electromagnetic fields in a medium described 
by a dielectric constant E" and a permeability µ. Show that the energy 
density, Poynting's vector, field-momentum density, and Maxwell stress 
tensor are given by 

1 
u = - (cE2 + µH2) 

8rr 

C 
S = - (Ex H) 

4n-

µe 
g=-(EXH) 

471'c 

Tii = ~[t:EiE; + µHiH, - t'5i/t:E2 + µH2)] 

What modifications arise if€ andµ are functions of position? 
6.9 With the same assumptions as in Problem 6.8 discuss the conservation of 

angular momentum. Show that the differential and integral forms of the 
conservation law are 

a ~ 

ot Ul' mech + 2" field) + V • M = 0 

and 

:,f/.!l'mech + ~field) d 3x + L n • M da = 0 

where the field angular-momentum density is 

µ£ 
~ field = X X g = -4 X X (E X H) 

'ITC 
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and the flux of angular momentum is described by the tensor 
~ ~ 

M =T xx 
~ 

Note: M can be written as a third-rank tensor, Miik == Tijxk - TikxJ. 

But in the indices j and k it is antisymmetric and so has only three inde­
pendent elements. Including the index i, Milk therefore has nine components 
and can be written as a pseudo tensor of the second rank, as above. 

6.10 A plane wave is incident normally on a perfectly absorbing flat screen. 
(a) From the law of conservation of linear momenturn show that the 

pressure (called radiation pressure) exerted on the screen is equal to the 
field energy per unit volume in the wave. 

(b) In the neighborhood of the earth the ~ux of electromagnetic energy 
from the sun is approximately 0.14 watt/cm2• If an interplanetary "sail~ 
plane" had a sail of mass 10-4 gm/cm2 of area and negligible other weight, 
what would be its maximum acceleration in centimeters per square second 
due to the solar radiation pressure? How does this compare with the 
acceleration due to the solar "wind" (corpuscular radiation)? 

6.11 A circularly polarized plane wave moving in the z direction has a finite 
extent in the x and y directions. Assuming that the amplitude modulation 
is slowly varying (the wave is many wavelengths broad), show that the 
electric and magnetic fields are given approximately by 

E(x, y, z, 1) ~ [E0(x, y)(e1 ± ie2) +~(a!• ± ; a~•) .. ],,.,-,w< 
B ~ =f iv µE E 

where e1 , e2, e3 are unit vectors jn the x, y, z directions. 
6.12 For the circularly polarized wave of Problem 6.11 calculate the time­

averaged component of angular momentum parallel to the direction of 
propagation. Show that the ratio of this component of angular momentum 
to the energy of the wave is 

Interpret this result in terms of quanta of radiation (photons). Show that 
for a cylindrically symmetric, finite plane wave the transverse components 
of angular momentum vanish. 
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Plane Electromagnetic Waves 

This thapter is concerned with plane waves in unbounded, or 
perhaps semitinfinite, media. The basic properties of plane waves in non­
conducting :media-their transverse nature, the various states of polari­
zation-are treated first. Then the behavior of one-dimensional wave 
packets is discussed; group velocity is introduced; dispersive effects are 
considered. Reflection and refraction of radiation at a plane interface 
between dielectrics are presented. Then plane waves in a conducting 
medium are described, and a simple model of electrical conductivity is 
discussed. Finally the conductivity model is modified to apply to a 
tenuous plasma, or electron gas, and the propagation of transverse waves 
in a plasma in the presence of an external static magnetic field is con­
sidered. 

7.1 Plane Waves in a Nonconducting Medium 

A basic feature of Maxwell's equations for the electromagnetic field is 
the existence of traveling wave solutions which represent the transport of 
energy from one point to another. The simplest and most fundamental 
electromagnetic waves are transverse, plane waves. We proceed to see how 
such solutions can be obtained in simple nonconducting media described 
by spatially constant permeability and susceptibility. In the absence of 
sources, Maxwell's equations in an infinite medium are: 

V-E = 0 VxE+!aB=O 
C Ot 

µEOE V x 8---=0 
C Ot 
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(7.1) 
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where the medium is characterized by the parameters µ, 1;, By combining 
the two curl equations and making use of the vanishing divergences, we 
find easily that each cartesian component of E and B satisfies the wave 
equation: 

where 
C v--- ✓µE 

(7.2) 

(7.3) 

is a constant of the dimensions of velocity characteristic of the medium. 
The wave equation (7.2) has the well-known plane-wave solutions: 

ik • x-iwt u=e (7.4) 

where the frequency ro and the magnitude of the wave vector k are related 
by 

w -w 
k = - = ✓µ1;-

v C 
(7.5) 

If we consider waves propagating in only one direction, say, the x 
direction, the fundamental solution is 

u(x, t) = Aeikx-iwt + Be-ikx-iwt 

Using (7.5), this can be written 

uix, t) = Aeik(:t-vt) + Be-ik{x+vt) 

(7.6) 

(7.7) 

If vis not a function of k (i.e., a nondispersive medium, with µe independent 
of frequency), we know by the Fourier integral theorem (2.50) and (2.51) 
that by linear superposition we can construct from uix, t) a general 
solution of the form: 

u(x, t) = f(x - vt) + g(x + vt) (7.8) 

where f(z) and g{z) are arbitrary functions. It is easy to verify directly 
that this is a solution of the wave equation (7.2). Equation (7.8) represents 
waves traveling to the right and to the left with velocities of propagation 
equal to v, which is called the phase velocity of the wave. If vis a function 
of k, the situation is not as simple-the initial waves f(x) and g(x) are not 
propagated without distortion at velocity v (see Section 7.3). For each 
frequency component, however, v given by (7.3) is still the phase velocity. 

The basic plane wave (7.4) and (7.5) satisfies the scalar-wave equation 
(7.2). But we still must consider the vector nature of the electromagnetic 
fields and the requirement of satisfying Maxwell's equations. With the 
convention that the physical electric and magnetic fields are obtained by 
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taking the real parts of complex quantities, we assume that the plane­
wave fields are of the form: 

E(x, t) = E1E0it' z-iwt } 

B(x, t) = ~Boik • z-iwt 
(7.9) 

where £1, ~ are two constant real unit vectors, and E0, B0 are complex 
amplitudes which are constant in space and time. The requirements 
V • E = 0 and V • B = 0 demand that 

(7.10) 

This means that E and B are both perpendicular to the direction of 
propagation k. Such a wave is called a transverse wave. The curl equations 
provide further restrictions. Substitution of (7.9) into the first curl 
equation in (7. I) leads to the relation: 

·[ck )E Ct) B] ik• z-iwt 0 z XE1 0 -~E20 e = (7.11) 

Equation (7.11) (really several equations) has the solution: 

k X £1 
£2 = k (7.12) 

and 
(7.13) 

This shows that (e1, e13, k) form a set of orthogonal vectors and that E and 
B are in phase and in constant ratio, as indicated in Fig. 7.1. The wave 
described by (7.9), (7.12), and (7.13) is a transverse wave propagating in 
the direction k. It represents a time-averaged flux of energy given by the 

Fig. 7.1 Propagation vector k and 
two orthogonal polarization vectors 

E1 and E•-
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real part of the complex Poynting's vector: 

1 C s =--EX H* 
24" 

The energy flow ( energy per unit area per unit time) is 

S = ...£. ~ IEol2Ea 
8-rr >./ µ 
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(7.14) 

(7.15) 

where £3 is a unit vector in the direction of k. The time-averaged density 
u is correspondingly 

1 1 
u = -(«=E • E* + -B • B*) 

161T µ 
(7.16) 

This gives 

(7.17) 

The ratio of the magnitude of (7 .15) to (7 .17) shows that the velocity of 
energy flow is v = cf~, as expected from (7.8). 

7.2 Linear and Circular Polarization 

The plane wave (7.9) is a wave with its electric field vector always in the 
direction e1. Such a wave is said to be linearly polarized with polarization 
vector £1. To describe a general state of polarization we need another 
linearly polarized wave which is independent of the first. Clearly the two 
waves 

E E ik. z-iwt 
1 = £1 le 

with 

E E ik, z-iwt 
2=£2 2e 

B _ 1-k XE, 
;-'\/~ k ' j = 1, 2 

(7.18) 

represent two such linearly independent solutions. The amplitudes E1 

and E2 are complex numbers to allow the possibility of a phase difference 
between the waves. A general solution for a plane wave propagating in 
the direction k is given by a linear combination of E1 and E2 : 

E(x, t) = (e1E1 + e2E2)l"k • z-icot (7.19) 

If E1 and E2 have the same phase, (7.19) represents a linearly polarized 
wave, with its polarization vector making an angle 6 = tan-1 (E2/E1) with 
£ 1 and a magnitude E = VEl + El', as shown in Fig. 7.2. 

If E1 and E2 have different phases, the wave (7 .19) is elliptically polarized. 
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E2 ------------ E 
j 

I 
1 
I 
I 
I 

~ I 
I Fig. 7.2 Electric field of a linearly polarized 

wave. 

To understand what this means let us consider the simplest case, circular 
polarization. Then £ 1 and £ 2 have the same magnitude, but differ in phase 
by 90°. The wave (7 .19) becomes: 

E( ) E ( . ) ik • x -iwt 
X, t = o E1 ± lE2 e (7.20) 

with E0 the common real amplitude. We imagine axes chosen so that the 
wave is propagating in the positive z direction, while E1 and E2 are in the x 
and y directions, respectively. Then the components of the actual electric 
field, obtained by taking the real part of (7.20), are 

Ex(x, t) = E0 cos (kz - wt) } 

Eu(x, t) = =f E0 sin (kz - wt) 
(7.21) 

At a.fixed point in space, the fields (7.21) are such that the electric vector 
is constant in magnitude, but sweeps around in a circle at a frequency w, 
as shown in Fig. 7.3. For the upper sign ( E1 + iE2), the rotation is counter­
clockwise when the observer is facing into the oncoming wave. This wave 
is called left circularly polarized in optics. In the terminology of modern 
physics, however, such a wave is said to have positive helicity. The latter 
description seems more appropriate because such a wave has a positive 
projection of angular momentum on the z axis (see Problem 6.12). For 
the lower sign (E1 - iEJ, the rotation of Eis clockwise when looking into 

y 

E(x, t) = Eo (E1 + iE2)eik. 1 - ic.Jt 
Fig. 7.3 Electric field of a circularly polarized 

wave. 
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y y 

Fig. 7.4 Electric field and magnetic induction for an elliptically polarized wave. 

the wave; the wave is right circularly polarized (optics); it has negative 
helicity. 

The two circularly polarized waves (7.20) form an equally acceptable 
set of basic fields for description of a general state of polarization. We 
introduce the complex orthogonal unit vectors: 

with properties 

e± = .ft (e, ± il!z) 

E±*•E=F =0} 
E± * • E3 = 0 

E± * • E± = 1 

Then a general representation, equivalent to (7.19), is 

E( ) (E E ) ik, :,;.-icut 
x, t = +E+ + _e_ e 

(7.22) 

(7.23) 

(7.24) 

where E+ and E_ are complex amplitudes. If E+ and E_ have different 
magnitudes, but the same phase, (7.24) represents an elliptically polarized 
wave with principal axes of the ellipse in the directions of E1 and e2. The 
ratio of semimajor to semiminor axis is (1 + r)/(1 - r), where E_/E+ = r. 
If the amplitudes have a phase difference between them, E_/ E+ = ri-x, 
then it is easy to show that the ellipse traced out by the E vector has its 
axes rotated by an angle ( rx/2). Figure 7 .4 shows the general case of elliptical 
polarization and the ellipses traced out by both E and B at a given point in 
space. 

For r = ± l we get back a linearly polarized wave. 
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7.3 Superposition of Waves in One Dimension; Group Velocity 

In the previous sections plane-wave solutions to Maxwell's equations 
were found and their properties discussed. Only monochromatic waves, 
those with a definite frequency and wave number, were treated. In actual 
circumstances such idealized solutions do not arise. Even in the most 
monochromatic light source or the most sharply tuned radio transmitter 
or receiver, one deals with a finite (although perhaps small) spread of 
frequencies or wavelengths. This spread may originate in the finite 
duration of a pulse, in inherent broadening in the source, or in many 
other ways. Since the basic equations are linear, it is in principle an 
elementary matter to make the appropriate linear superposition of 
solutions with different frequencies. In general, however, there are several 
new features which arise. 

I. If the medium is dispersive (i.e., the dielectric constant is a function 
of the frequency of the fields), the phase velocity is not the same for each 
frequency component of the wave. Consequently different components of 
the wave travel with different speeds and tend to change phase with respect 
to one another. This leads to a change in the shape of a pulse, for example, 
as it travels along. 

2. In a dispersive medium the velocity of energy flow may differ greatly 
from the phase velocity, or may even lack precise meaning. 

3. In a dissipative medium, a pulse of radiation will be attenuated as it 
travels with or without distortion, depending on whether the dissipative 
effects are or are not sensitive functions of frequency. 

The essentials of these dispersive and dissipative effects are implicit in 
the ideas of Fourier series and integrals (Section 2.9). For simplicity, we 
consider scalar waves in only one dimension. The scalar amplitude 
u(x, t) can be thought of as one of the components of the electromagnetic 
field. The basic solution to the wave equation (7.2) has been exhibited in 
(7.6). The relationship between frequency wand wave number k is given 
by (7.5) for the electromagnetic field. Either work can be viewed as the 
independent variable when one considers making a linear superposition. 
Initially we will find it most convenient to use k as an independent variable. 
To allow for the possibility of dispersion we will consider w as a general 
function of k: 

w = w(k) (7.25) 

Since the dispersive properties cannot depend on whether the wave travels 
to the left or to the right, w must be an even function of k, w( -k) = 
w(k). For most wavelengths w is a smoothly varying function of k. But at 
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certain frequencies there are regions of "anomalous dispersion" where co 
varies rapidly over a narrow interval of wavelengths. With the general form 
(7.25), our subsequent discussion can apply equally well to electromagnetic 
waves, sound waves, de Broglie matter waves, etc. For the present we 
assume that k and w(k) are real, and so exclude dissipative effects. 

From the basic solutions (7.6) we can build up a general solution of the 
form 

u(x, t) = ,1 f oo A(k)ik:i:-ico(k)t dk 
✓ 27T -oo 

(7.26) 

The factor 1/~ has been inserted to conform with the Fourier integral 
notation of (2.50) and (2.51). The amplitude A(k) describes the properties 
of the linear superposition of the different waves. It is given by the 
transform of the spatial amplitude u(x, t), evaluated at t = O*: 

1 Joo • A(k) = ✓- u(x, O)e-,kx dx 
21T -oo 

(7.27) 

If u(x, 0) represents a harmonic wave eikox for all x, the orthogonality 

relation (2.52) shows that A(k) = V27r/J(k - k0), corresponding to a 
monochromatic traveling wave u(x, t) = eikoX-iw(ka>t, as required. If, 
however, at t = 0, u(x, 0) represents a finite wave train with a length of 
order ~x, as shown in Fig. 7.5, then the amplitude A(k) is not a delta 
function. Rather, it is a peaked function with a breadth of the order of D..k, 
centered around a wave number k0 which is the dominant wave number in 
the modulated wave u(x, 0). If Ax and Ak are defined as therms deviations 
from the average values of x and k [defined in terms of the intensities 
lu(x, 0)12 and IA(k)l2], it is possible to draw the general conclusion: 

(7.28) 

The reader may readily verify that, for most reasonable pulses or wave 
packets which do not cut off too violently, ll.x times dk lies near the lower 
limiting value in (7 .28). This means that short wave trains with only a 
few wavelengths present have a very wide distribution of wave numbers of 
monochromatic waves, and conversely that long sinusoidal wave trains 
are almost monochromatic. Relation (7 .28) applies equally well to 
distributions in time and in frequency. 

The next question is the behavior of a pulse or finite wave train in time. 

* The following discussion slights somewhat the initial-value problem. For a second­
order differential equation we must specify not only u(x, 0) but also au(x, 0)/ flt. This 
omission is of no consequence for the rest of the material in this section. It is remedied in 
the following section. 
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Fig. 7.5 A harmonic wave train 
of finite extent and its Fourier 

spectrum in wave number. 

The pulse shown at t = 0 in Fig. 7 .5 begins to move as time goes on. The 
different frequency or wave-number components in it move at different 
phase velocities. Consequently there is a tendency for the original 
coherence to be lost and for the pulse to become distorted in shape. At the 
very least, we might expect it to propagate with a rather different velocity 
from, say, the average phase velocity of its component waves. The general 
case of a highly dispersive medium or a very sharp pulse with a great 
spread of wave numbers present is difficult to treat. But the propagation 
of a pulse which is not too broad in its wave-number spectrum, or a pulse 
in a medium for which the frequency depends weakly on wave number, can 
be handled in the following approximate way. The wave at time tis given 
by (7.26). If the distribution A(k) is fairly sharply peaked around some 
value k0 , then the frequency w(k) can be expanded around that value of k: 

dwl w(k) = w0 + - (k - k0) + · · · 
dk o 

(7.29) 

and the integral performed. Thus 

i[lco(dw/dk)f o-wo]tf oo 
u(x, t) ~ e A(k)i[a,-(dco/dk)lot]k dk 

-J2-rr -oo 
(7.30) 

From (7.27) and its inverse it is apparent that the integral in (7.30) is just 
u(x', 0), where x' = x - (dw/dk)l0t: 

(7.31) 
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This shows that, apart from an overall phase factor, the pulse travels along 
undistorted in shape with a velocity, called the group velocity: 

v = dw I 
u dk o 

(7.32) 

If an energy density is associated with the magnitude of the wave ( or its 
absolute square), it is clear that in this approximation the transport of 
energy occurs with the group velocity, since that is the rate at which the 
pulse travels along. 

For light waves the relation between wand k is given by 

ck 
w(k)=-

n(k) 
(7.33) 

where c is the velocity of light in vacuum, and n(k) is the index of refraction 
expressed as a function of k. The phase velocity is 

w(k) c 
V =--=--

P k n(k) 
(7.34) 

and is greater or smaller than c depending on whether n(k) is smaller or 
larger than unity. For most optical wavelengths n(k) is greater than unity 
in almost all substances. The group velocity (7.32) is 

C 
V =-------
o [ n(w) + w(dn/dw)] 

(7.35) 

In this equation it is more convenient to think of n as a function of w than 
of k. For normal dispersion (dn/dw) > 0, and also n > 1; then the 
velocity of energy fl.ow is less than the phase velocity and also less than c. 
In regions of anomalous dispersion, however, dn/dw can become large and 
negative. Then the group velocity differs greatly from the phase velocity, 
often becoming larger than c. * The behavior of group and phase velocities 
as a function of frequency in the neighborhood of a region of anomalous 
dispersion is shown in Fig. 7.6. 

* There is no cause for alarm that our ideas of special relativity are here violated; 
group velocity is no longer a meaningful concept. A large value of dn/dw is equivalent to 
a rapid variation of w as a function of k. Consequently the approximations made in 
(7.29) ff. are no longer valid. The behavior of the pulse is much more involved. 
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7.4 Illustration of Propagation of a Pulse in a Dispersive Medium 

To illustrate the ideas of the previous section and to show the validity 
of the concept of group velocity we will now consider a specific model for 
the dependence of frequency on wave number and will calculate without 
approximations the propagation of a pulse in this model medium. Before 
specifying the particular model it is necessary to state the initial-value 
problem in more detail than was done in (7.26) and (7.27). As noted there, 
the proper specification of an initial-value problem for the wave equation 
demands the initial values of both function u(x, 0) and time derivative 
ou(x, 0)/at. If we agree to take the real part of (7.26) to obtain u(.c, t), 

u(x, t) = 1 } f.ao A(k)eikx-iw(k)t dk + c. c. 
2 ✓ 2-rr -oo 

(7.36) 

then it is easy to show that A(k) is given in terms of the initial values by: 

A(k) = ✓1 Joe e-i,kx[u(x, 0) +_,_·OU (x, o)] dx 
21r - oo w(k) ot 

(7.37) 

We will take a Gaussian modulated oscillation 

(7.38) 

as the initial shape of the pulse. For simplicity, we will assume that 

au 
-(x, 0) = 0 
at 

(7 39) 
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This means that at times immediately before t = 0 the wave consisted of 
two pulses, both moving towards the origin, such that at t = 0 they 
coalesced into the shape given by (7.38). Clearly at later times we expect 
each pulse to re-emerge on the other side of the origin. Consequently the 
initial distribution (7.38) may be expected to split into two identical 
packets, one moving to the left and one to the right. The Fourier amplitude 
A(k) for the pulse described by (7.38) and (7.39} is: 

L 11 2 t 2 = _ [e-(L /2)(k-ko) + e-(L /2)(k+ko) ] 

2 
{7.40) 

The symmetry A(-k) = A(k) is a reflection of the presence of two pulses 
traveling away from the origin, as will be seen below. 

In order to calculate the wave form at later times we must specify 
m = w(k). As a model allowing exact calculation and showing the 
essential dispersive effects, we assume 

(7.41) 

where 11 is a constant frequency, and a is a constant length which is a typical 
wavelength where dispersive effects become important. Since the pulse 
(7.38) is a modulated wave of wave number k = k 0 , the approximate 
arguments of the preceding section imply that the two pulses will travel 
with the group velocity 

(7.42) 

and will be essentially unaltered in shape provided the pulse is not too 
narrow in space. 

The exact behavior of the wave as a function of time is given by (7.36), 
with (7.40) for A(k): 

L Ja) 2 2 2 2 2 2 u(x, t) = ~ Re [e-(L /2)(k-ko) + e-<L /2)(k+ko) Jika:-M[l+(a k /2)1 dk 
2✓2n -w 

(7.43) 
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The integrals can be performed by appropriately completing the squares 
in the exponents. The result is 

[ 
(x - va2k t)2 J exp - 0 

2L2( 1 + ;~:') u(x, t) = ½ Re 

{7.44) 
Equation (7.44) represents two pulses traveling in opposite directions. 
The peak amplitude of each pulse travels with the group velocity (7.42), 
while the modulation envelope remains Gaussian in shape. The width of 
the Gaussian is not constant, however, but increases with time. The width 
of the envelope is 

(7.45) 

Thus the dispersive effects on the pulse are greater (for a given elapsed 
time), the sharper the envelope. The criterion for a small change in shape 
is that L ► a. Of course, at long times the width of the Gaussian increases 
linearly with time 

2 
L(t) ~ a vt 

L 
(7.46) 

but the time of attainment of this asymptotic form depends on the ratio 
(L/a). A measure of how rapidly the pulse spreads is provided by a com­
parison of L(t) given by (7.45), with vgt = va2k0t. Figure 7.7 shows two 
examples of curves of the position of peak amplitude ( vgt) and the positions 
vgt ± L(t), which indicate the spread of the pu]se, as functions of time. On 
the left the pulse is not too narrow compared to the wavelength k0 - 1 and 
so does not spread too rapidly. The pulse on the right, however, is so 
narrow initially that it is very rapidly spread out and scarcely represents a 
pulse after a short time. 

Although the above results have been derived for a special choice (7.38) 
of initial pulse shape and dispersion relation (7.41), their implications are 
of a more general nature. We have seen in Section 7.3 that the average 
velocity of a pulse is the group velocity vu = dw/dk = w'. The spreading 
of the pulse can be accounted for by noting that a pulse with an initial 
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koL >>l 

Fig. 7.7 Change in shape of a wave packet as it travels along. The broad packet, 
containing many wavelengths (koL ► 1), is distorted comparatively little, while the 

narrow packet (koL < I) broadens and diffuses out rapidly. 

spatial width ll..x0 must have inherent in it a spread of wave numbers 
!l.k"" (l/!l.x0). This means that the group velocity, when evaluated for 
various k values within the pulse, has a spread in it of the order 

w" .6.v ,_, w'' ll..k ,_, -
u .6.xo 

(7.47) 

At a time t this implies a spread in position of the order of ll..vgf. If we 
combine the uncertainties in position by taking the square root of the sum 
of squares, we obtain the width !l.x(t) at time t: 

J (w"t)2 
!l.x(t) ~ (.6.x0)2 + !l.Xo (7.48) 

We note that (7.48) agrees exactly with (7.45) if we put !l.x0 = L. The 
expression (7.48) for ax(t) shows the general result that, if w" -=f= 0, a 
narrow pulse spreads rapidly because of its broad spectrum of wave 
numbers~ and vice versa. All these ideas carry over immediately into wave 
mechanics. They form the basis of the Heisenberg uncertainty principle. 
In wave mechanics, the frequency is identified with energy divided by 
Planck's constant, while wave number is momentum divided by Planck's 
constant. 

The problem of wave packets in a dissipative, as well as dispersive, 
medium is rather complicated. Certain aspects can be discussed analyti­
cally, but the analytical expressions are not readily interpreted physically. 
Wave packets are attenuated and distorted appreciably as they propagate. 
The reader may refer to Stratton, pp. 301-309, for a discussion of the 
problem, including numerical examples. 
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7.5 Reflection and Refraction of Electromagnetic Waves at a Plane 
Interface between Dielectrics 

The reflection and refraction of light at a plane surface between two 
media of different dielectric properties are familiar phenomena. The 
various aspects of the phenomena divide themselves into two classes. 

(1) Kinematic properties: 
(a) Angle of reflection equals angle of incidence. 

(b) Snell's law: 

and refraction, 
fraction. 

. . , 
sm l n h h 1 f. 'd -.- = - , w ere i, r are t e ang es o mc1 ence 
smr n 
while n, n' are the corresponding indices of re~ 

(2) Dynamic properties: 
(a) Intensities of reflected and refracted radiation. 
(b) Phase changes and polarization. 

The kinematic properties follow immediately from the wave nature of 
the phenomena and the fact that there are boundary conditions to be 
satisfied. But they do not depend on the nature of the waves or the 
boundary conditions. On the other hand, the dynamic properties depend 
entirely on the specific nature of electromagnetic fields and their boundary 
conditions. 

The coordinate system and symbols appropriate to the problem are 
shown in Fig. 7.8. The media below and above the plane z = 0 have 
permeabilities and dielectric constantsµ, e andµ', 1c', respectively. A plane 
wave with wave vector k. and frequency w is incident from mediumµ, e. 
The refracted and reflected waves have wave vectors k.' and kH, respectively, 
and n is a unit normal directed from medium µ, e into medium µ', e'. 

z 

Fig. 7.8 Incident wave k strikes 
plane interface between different 
media, giving rise to a reflected 
wave k" and a refracted wave k'. 
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According to (7.18), the three waves are 

INCIDENT 

REFRACTED 

E' = Eo' ik'•:s:-iwt } 

Bl ✓-k' XE' 
= µ'£' k' 

REFLECTED 

The wave numbers have the magnitudes 

lkl = lk"I = k = '!!. ,J µ£ 
C 

lk'I = k' = (1) ✓µ'E' 
C 
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(7.49) 

(7.50) 

(7.51) 

(7.52) 

The existence of boundary conditions at z = 0, which boundary 
conditions must be satisfied at all points on the plane,at all times, implies 
that the spatial (and time) variation of all fields must be the same at z = 0. 
Consequently, we must have the phase factors all equal at z = 0, 

(7.53) 

independent of the nature of the boundary conditions. Equation (7.53) 
contains the kinematic aspects of reflection and refraction. We see 
immediately that all three wave vectors must lie in a plane. Furthermore, 
in the notation of Fig. 7.8, 

k • . k' • k'I • I sin i = sm r = sm r (7.54) 

Since k" = k, we find i = r'; the angle of incidence equals the angle of 
reflection. Snell's law is 

sin i k' Jµ'E' n' --=-= -=-
sin r k µ£ n 

(7.55) 

The dynamic properties are contained in the boundary conditions­
normal components of D and B are continuous; tangential components of 
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B' 
k' 

Fig. 7.9 Reflection and refraction 
with polarization perpendicular to 

the plane of incidence. 

E and Hare continuous. In terms of fields (7.49)-(7.51) these boundary 
conditions at z = 0 are: 

[ E(E0 + E0") - e'Eo'] • n = 0 

[k x Eo + k" x Eo'' - k' x Eo'] • n = 0 

(E0 + E0" - E0') x n = 0 

[! (k X Eo + k" x E0") - _!_ (k' x E0')] X n = 0 
.µ .µ' 

(7.56) 

In applying these boundary conditions it is convenient to consider two 
separate situations, one in which the incident plane wave is linearly 
polarized with its polarization vector perpendicular to the plane of 
incidence ( the plane defined by k and n), and the other in which the 
polarization vector is parallel to the plane of incidence. The general case 
of arbitrary elliptic polarization can be obtained by appropriate linear 
combinations of the two results, following the methods of Section 7.2. 

We first consider the electric field perpendicular to the plane of incidence, 
as shown in Fig. 7.9. AU the electric fields are shown directed away from 
the viewer. The orientations of the B vectors are chosen to give a positive 
flow of energy in the direction of the wave vectors. Since the electric 
fields are all parallel to the surface, the first boundary condition in (7.56) 
yields nothing. The third and fourth equations in (7.56) give 

_ E0 +_Eo'-Eo'=Ol 

J~ (E0 - Eo") cos i -J€' E0' cos r = OJ 
µ µ' 

(7.57) 
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while the second, using Snell's law, duplicates the third. The relative 
amplitudes of the refracted and reflected waves can be found from (7.57). 
These are: 

E PERPENDICULAR TO PLANE OF INCIDENCE 

£ 0' = ___ 2 __ ----+ _2 _c_os_i _si_n_r 
£ 0 1 + µ tan i sin (i + r) 

µ' tan r 

µ tan i 
1 

E0" = µ' tan r __ sin (i - r) 

E0 1 + µ tan i sin (i + r) 
µ' tan r 

(7.58) 

The expression on the right in each case is the result appropriate for 
µ' = µ, as is generally true for optical frequencies. 

If the electric field is parallel to the plane of incidence, as shown in Fig. 
7.10, the boundary conditions involved are normal D, tangential E, and 
tangential H [the first, third, and fourth equations in (7.56)]. The 
tangential E and H continuous demand that 

cos i (E0 - Eo") - cos r E0 ' = 0 l 

J~ (E0 + E0") - Je' E0' = 0 jl 
µ µ' 

(7.59) 

Normal D continuous, plus Snell's law, merely duplicates the second of 
these equations. The relative amplitudes of refracted and reflected fields 
are therefore 

Fig. 7.10 Reflection and refrac~ 
tion with polarization parallel to 

the plane of incidence. 

µ.E 

k' 



220 Classical Electrodynamics 

E PARALLEL TO PLANE OF INCIDENCE 

£ 0 ' = 2J /,l,E sin 2i -+ 2 cos i sin r 
E0 µ'E'. 2 + µ. 2. sin(i+r)cos(i-r) 

sm r - sm i 
µ' 

µ • 2· . 2 
E ,, -; sm i - sm r t ( . ) o µ ani-r -=-------------
Eo µ tan ( i + r) 

sin 2r + - sin 2i 
µ' 

Again the results on the right apply for µ' = µ. 
For normal incidence (i = 0), both (7.58) and (7.60) reduce to 

(7.60) 

(7.61) 

For the reflected wave the sign convention is that for polarization parallel 
to the plane of incidence. This means that if n' > n there is a phase 
reversal for the reflected wave. 

7.6 Polarization by Reflection and Total Internal Reflection 

Two aspects of the dynamical relations on reflection and refraction are 
worthy of mention. The first is that for polarization parallel to the plane 
of incidence there is an angle of incidence, called Brewster's angle, for 
which there is no reflected wave. Putting µ' = µ for simplicity, we see 
from (7.60) that there will be no reflected wave when i + ; = TT/2. From 
Snell's law (7.55) we find that this specifies Brewster's angle to be 

iB = tan-1 ( ~) (7.62) 

For a typical ratio (n' /n) = 1.5, in,-; 56°. If a plane wave of mixed 
polarization is incident on a plane interface at the Brewster angle, the 
reflected radiation is completely plane polarized with polarization vector 
perpendicular to the plane of incidence. This behavior can be utilized to 
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produce beams of plane-polarized light, but is not as efficient as other 
means employing anisotropic properties of some dielectric media. Even 
if the unpolarized wave is reflected at angles other than the Brewster angle, 
there is a tendency for the reflected wave to be predominantly polarized 
perpendicular to the plane of incidence. The success of dark glasses which 
selectively transmit only one direction of polarization depends on this fact. 
In the domain of radiofrequencies, receiving antennas can be so oriented 
as to discriminate against surface-reflected waves (and also waves reflected 
from the ionosphere) in favor of the directly transmitted wave. 

The second phenomenon is called total internal reflection. The word 
internal implies that the incident and reflected waves are in a medium of 
larger index of refraction than the refracted wave (n > n'). Snell's law 
(7.55) shows that, if n > n', then r > i. Consequently, r = 1r/2 when 
i = i0 , where 

• • -1 (n') 
10 = Sln -;; (7.63) 

For waves incident at i = i0, the refracted wave is propagated parallel to 
the surface. There can be no energy flow across the surface. Hence at 
that angle of incidence there must be total reflection. What happens if 
i > i0 ? To answer this we first note that, for i > i0, sin r > I. This means 
that r is a complex angle with a purely imaginary cosine. 

·J( sin i )2 
COS r = I -. -. - 1 

sm 10 

(7.64) 

The meaning of these complex quantities becomes clear when we consider 
the propagation factor for the refracted wave: 

ik' • x ik'(x sin r+z co~ r) -k'[(sin i/sin i0) 2 - l]~z ik'(sin i/sin i 0)x e =e =e e (7.65) 

This shows that, for i > i0, the refracted wave is propagated only parallel 
to the surface and is attenuated exponentially beyond the interface. The 
attenuation occurs within a very few wavelengths of the boundary, except 
for i ,.._, i0 . 

Even though fields exist on the other side of the surface it is clear that 
there is no energy flow through the surface. Hence total internal reflection 
occurs for i > i0 . The lack of energy flow can be verified by calculating 
the time-averaged normal component of the Poynting's vector just inside 
the surface: 

S • n = ~ Re [n • (E' x H'*)] 
87T 

(7.66) 
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with H' = ~ (k' x E'), we find 
µw 

2 

S • n = c Re [(n • k') 1Eo'l2] 
8n-wµ' 

But n • k' = k' cos r is purely imaginary, so that S • n = 0. 

(7.67) 

The phenomenon of total internal reflection is exploited in many 
applications where it is required to transmit light without loss in intensity. 
In nuclear physics Lucite or other plastic "light pipes" are used to carry 
light emitted f rorn a scintillation crystal because of the passage of an 
ionizing particle to a photomultiplier tube, where it is converted into a 
useful electric signal. The photomultiplier must often be some distance 
away from the scintillation crystal because of space limitations or magnetic 
fields which disturb its performance. lf the light pipe is large in cross 
section compared. to a wavelength of the radiation involved, the con­
siderations presented here for a plane interface have approximate validity. 
When the dielectric medium has cross-sectional dimensions of the order 
of a wavelength, however, the precise geometry must be taken into account. 
Then the propagation is that of a dielectric wave guide (see Section 8.8). 

7.7 Waves in a Conducting Medium 

If the medium in which waves are propagating is a conductor, there are 
characteristic differences in the propagation, when compared with non­
conducting media. If the medium is characterized by a conductivity <1, 

as well as a dielectric constant € and permeability µ, Maxwell's equations 
are supplemented by Ohm's law: 

J = aE (7.68) 
Hence they take the form: 

V •µH = 0 VxE+l!:. 08 =0 
C Ot 

€ oE 41ra 
VxH-----E=O V • €E = 0 

(7.69) 

C Ot C 

In the insulating dielectric we found that the time-varying fields were 
transverse, i.e., the field vectors E and H were perpendicular to the 
direction in which the spatial variation occurred. In the limit of zero 
frequency we know from our study of electro- and magnetostatics that the 
static fields in a dielectric are longitudinal, in the sense that the fields are 
derivable from scalar potentials and so point in the direction of the spatial 
variation. 
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If the conductivity is not zero, modifications arise. For simplicity, 
consider fields which vary in only one spatial variable, t We decompose 
the fields into longitudinal and transverse parts: 

E(E, t) = Elong(E, t) + EtrCc, t) 

H(~, t) = H10 ng(~, t) + HtrCt t) } (7.70) 

Then, because of the properties of curl operation, we find that the trans­
verse parts of E and H satisfy the two curl equations in (7.69), leading to 
transverse waves (see below), while the longitudinal parts satisfy the 
equations: 

OH1ong = O 
a~ 

OH1ong = O 
ai 

(o 4m:t) - + - E1ong = 0 
ai e: 

(7.71) 

The first pair of equations shows that the only longitudinal magnetic field 
possible is a static uniform field. This is the same situation as in an 
insulator. But the second pair in (7.71) shows that the longitudinal 
electric field is uniform in space, while having the time variation: 

(7.72) 

Consequently, no static longitudinal fields can exist in a conducting 
medium in the absence of an applied current density. For good conductors 
like copper, a,.._, 1017 sec-1 so that disturbances are damped out in an 
extremely short time. 

We now consider the transverse fields in the conducting medium. 
Assuming that the fields vary as exp (ik • x - iwt), the first curl equation 
of (7.69) yields: 

(7.73) 
C 

H=-(k x E) 
µw 

while the second gives 

i(k x H) + i1: w E - 4-m7 E = O (7.74) 
C C 

Elimination of either H or E from this last equation with (7. 73) yields 

This means that the propagation vector k is complex: 

k2 = /J,E w2 ( 1 + i 4mJ') 
c2 OJE 

(7.75) 

(7.76) 
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The first term corresponds to the displacement-current and the second to 
the conduction-current contribution. In taking the square root to find k 
the branch is chosen to give the familiar results when a= 0. Then one 
finds, assuming that a is real, 

k =IX+ i/J 
where [J ( ) ]J; 

4·mr 2 1/2 

p) = ✓I"; I + ; ± I (7.77) 

( 47Ta ) • For a poor conductor - ~ I we find approximately 
WE 

k ·p 1- (1) • 27T Jµ = IX + l ,...., "µe - + I - - a 
C C E 

(7.78) 

correct to first order in (a/wt:). In this limit Re k ► Im k and the attenua­
tion of the wave (Im k) is independent of frequency, aside from the possible 

frequency variation of the conductivity. For a good conductor ( 4·mJ ► 1), 
on the other hand, ex and fJ are approximately equal: WE 

k ~ (l + i) ,J21Twµa (7.79) 
C 

where only the lowest-order terms in (wt:/a) have been kept. 
The waves propagating as exp (ik • x - iwt) are damped, transverse 

waves. The fields can be written as 

E E -fln-x fo.n•x-iwt l = 0e e ~ 

H = ffoe -/ln•x eian•x-iwt j (7.80) 

where n is a unit vector in the direction of k. The divergence equation for 
E shows that E0 • n = 0, while the relation between Hand E (7.73) gives 

H0 = ...£.. (a: + i/J)n x Eo l7.8l) 
µw 

This shows that H and E are out of phase in a conductor. Defining the 
magnitude and phase of k: 

1 - w [ (47Ta)2]h' 7 lkl = ✓ ex2 + /J2 = ,.jµe-;; 1 + ~ fl 
(7.82) 

<p = tan-1 /!. = ½ tan- 1 ( 41ra) 
ex WE J 
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equation (7.81) can be written in the form: 

J; [ (41T<1 \2]¼ H0 = µ 1 + we ) i.Pn x Eo (7.83) 

The interpretation of (7 .83) is that H lags E in time by the phase angle ef, 
and has a relative amplitude: 

(7.84) 

In very good conductors we see that the magnetic field is very large com­
pared to the electric field and lags in phase by almost 45°. The field energy 
is almost entirely magnetic in nature. 

The waves given by (7 .80) show an exponential damping with distance. 
This means that an electromagnetic wave entering a conductor is damped 
to 1/e = 0.369 of its initial amplitude in a distance: 

(7.85) 

the last form being the approximation for good conductors. The distance 
lJ is called the skin depth or the penetration depth.* For a conductor like 
copper, o ,.._, 0.85 cm for frequencies of 60 cps, and 6 ~ 0.71 x IQ-3 cm 
for 100 Mc/sec. This rapid attenuation of waves means that in high­
frequency circuits current flows only on the surface of the conductors. 
One simple consequence is that the high-frequency inductance of circuit 
elements is somewhat smaller than the low-frequency inductance because 
of the expulsion of flux from the interior of the conductors. 

The problem of reflection and refraction at an interface between con­
ducting media is rather complicated and will not be treated here. The 
interested reader may refer to Stratton, pp. 500 ff., for a discussion of this 
point. See, however, Section 8.1 for a treatment of fields at the interface 
between a dielectric and a good conductor. 

7 .8 Simple Model for Conductivity 

The simplest model of conduction, due originally to Drude (1900), is 
that in a metal there are a certain number n0 of electrons per unit volume 
free to move under the action of applied electric fields, but subject to 

* For reference, the skin depth (7.85) appears in mks units as J = (2/µwa)½. 
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damping force due to collisions. Thus the equation of motion of such an 
electron is 

dv 
m - + mgv = eE(x, t) 

dt 
(7.86) 

where g is the damping constant.* For rapidly oscillating fields the 
displacement of the electron is small compared to a wavelength so that 
approximately 

(7.87) 

where Eo is the electric field at the average position of the electron. The 
steady-state solution for the velocity of the electron is: 

e . t 
V = ----Eoe-1ro 

m(g - iru) 

so that the conductivity is given by 
n e2 

a= o 
m(g- iw) 

(7.88) 

(7.89) 

Assuming one free electron per atom, a metal such as copper (n0 ~ 8 x 
1022 electrons/cm3

, a~ 5 x 1017 sec-1

) has an empirical damping constant 
g ,_, 3 x 1013 sec-1. This shows that for frequencies of the order of, or 
smaller than, microwave frequencies (,_,.1010 sec-1) metallic conductivities 
are essentially real (i.e., current in phase with the field) and independent of 
frequency. At higher frequencies (in the infrared and beyond), however, 
the conductivity is complex and depends markedly on frequency in a 
manner qualitatively described by the simple result (7.89). 

7.9 Transverse Waves in a Tenuous Plasma 

In certain situations, such as the ionosphere or a tenuous plasma, the 
damping of the motion of the free electrons due to collisions becomes 
negligible. Then the "conductivity" becomes purely imaginary: _ 

2 . noe 
Gplasma ~ l --

m w 
(7.90) 

* The damping constant g is some sort of average rate of collisions involving appreci­
able momentum transfer. Collisions occur between electrons and lattice vibrations, 
lattice imperfections, and impurities. The proper calculation of g involves quantum~ 
mechanical considerations, including the effects of the Pauli exclusion principle. See 
A.H. Wilson, Theory of Metals, 2nd ed., Cambridge University Press {1953). 
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Quotation marks are placed on "conductivity" because there is no resistive 
loss of energy if the current and electric field are out of phase. The 
propagation of transverse electromagnetic waves in a tenuous plasma is 
governed by equation (7. 76) of Section 7. 7, with a111asnm (7.90) inserted for 
a:* 

(7.91) 

where 

(7.92) 

is called the plasma frequency. Since the wave number can be written as 
k = nw/c, where n is the index. of refraction, we see that the index of 
refraction of a plasma is given by 

2 
2 1 Wp n ~ --

w2 
(7.93) 

For high-frequency radiation (w > wP) the index. of refraction is real and 
the waves propagate freely. For frequencies lower than the plasma 
frequency m 1n 11 is purely imaginary. Consequently such electromagnetic 
waves incident on a plasma will be reflected from the surface. Within the 
plasma the fields will fall off exponentially with distance from the surface. 
The penetration depth bplasma is given by 

C C 
bplasma = -1-:=====- ,._, -

"'' (I) 2 - (02 WP 
" J) 

(7.94) 

the last value being valid for w ~ ww On the laboratory scale, plasma 
densities are in the range n

0 

~ l012-1016 electrons/cm3

. This means wP ,.._, 
6 x 1010-6 x 1012 sec-1, so that typical penetration depths are of the order 
of 0.5 cm-5 x J0-3 cm for static or low-frequency fields. The expulsion 
of fields from within a plasma is a well-known effect in controlled thermo­
nuclear processes and is exploited in attempts at confinement of hot 
plasmas (see Sections 10.5 and I 0.6). 

The simple result (7.93) for the index. of refraction of a plasma is 
modified by the presence of an external static magnetic induction. This 
circumstance arises not only in the laboratory, but also in the ionosphere, 
where the earth's dipole field provides the external magnetic induction. 
To illustrate the influence of the external field we consider the simple 

* Sometimes this equation is solved for w2 as a function of k: 

Then it is called a dispersion re1ation for w = w(k). 
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problem of a tenuous electronic plasma of uniform density with a strong, 
static, uniform, magnetic induction B0 and transverse waves propagating 
parallel to the direction ofB0. If the amplitude of the electronic motion is 
small and collisions are neglected, the equation of motion is approximately: 

dv . t v m - ~ eEe-,w + e - X B 
dt C O 

(7.95) 

where the influence of the B field of the transverse wave has been neglected 
compared to the static induction B0 . It is convenient to consider the 
transverse waves as circularly polarized. Then 

(7.96) 

while B0 is in the direction of e3 • Since we are looking for a steady-state 
solution, we will assume that the velocity of the electron is of the form: 

v(t) = V(E1 ± i~)e-iwt 

Then from (7.95), using (7.96), we find immediately 

ie 
v=----E 

m(w ± wB) 

(7.97) 

(7.98) 

where wB is the frequency of precession of a charged particle in a magnetic 
field, 

eB0 
wB=­

mc 
(7.99) 

Result (7 .98) can be understood by noting that, in a coordinate system 
precessing with frequency wR, the electron is driven by a rotating electric 
field of effective frequency w ± mB, depending on the sign of the circular 
polarization. 

The current density in the plasma due to electronic motion is 

in0e2 
J = en0v = ---""----- E 

m(w ± wn) 
(7.100) 

When this current density is added to the displacement current, Maxwell's 
generalization of Ampere's law becomes: 

V x H = -i w [1 - <JJ'P
2 ]E (7.101) 

c w(w ± wn) 

The factor in square brackets can be interpreted as the dielectric constant 
or square of the index of refraction: 

(7.102) 
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This is the extension of (7 .93) to include a static magnetic induction. It is 
not completely general, since it applies only to waves propagating along 
the static field direction. But even in this simple example we see the 
essential characteristic that waves of right-handed and left-handed circular 
polarizations propagate differently. The ionosphere is birefringent. For 
propagation in directions other than parallel to the static field B0 it is 
straightforward to show that, if terms of the order of wB2 are neglected. 
compared to w2 and wwB, the index of refraction is still given by (7.102). 
But the precession frequency (7 .99) is now to be interpreted as that due to 
only the component of B0 parallel to the direction of propagation. This 
means that wn in (7.102) is a function of angle-the medium is not only 
birefringent, but also anisotropic. 

For the ionosphere a typical maximum density of free electrons is 
n

0 
~ 104-106 electrons/cm3

, corresponding to a plasma frequency of the 
order of w:ri ,._, 6 x 106-6 x 107 sec-1. If we take a value of 0.3 gauss as 
representative of the earth's magnetic field, the precession frequency is 
wB ~ 6 X 106 sec-1. 

Figure 7 .11 shows n ± 2 as a function of frequency for two values of the 
ratio of (wj)/wB). In both examples there are wide intervals of frequency 
where one of n+ 2 or n_ 2 is positive while the other is negative. At such 
frequencies one state of circular polarization cannot propagate in the 
plasma. ConsequentJy a wave of that polarization incident on the plasma 
will be totally reflected. The other state of polarization will be partially 
transmitted. Thus, when a linearly polarized wave is incident on a p1asrna, 
the reflected wave will be elliptically polarized, with its major axis generally 
rotated away from the direction of the polarization of the incident 
wave. 

The behavior of radio waves reflected from the ionosphere is explicable 
in terms of these ideas, but the presence of several layers of plasma with 
densities and relative positions varying with height and time makes the 
problem considerably more complicated than our simple example. The 
electron densities at various heights can be inferred by studying the 
reflection of pulses of radiation transmitted vertically upwards. The 
number of free electrons per unit volume increases slowly with height in a 
given layer of the ionosphere, as shown in Fig. 7 .12, reaches a maximum, 
and then falls abruptly with further increase in height. A pulse of a given 
frequency w1 enters the layer without reflection because of the slow change 
in n0 . When the density n0 is large enough, however, w,p(hJ ,_ w1• Then 
the indices of refraction (7.102) vanish and the pulse is reflected. The 
actual density n0 where the reflection occurs is given by the roots of the 
right-hand side of (7 .102). By observing the time interval between the 
initial transmission and reception of the reflected signal the height h1 
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Fig, 7.11 Indices of refraction as a function of frequency for model of the ionosphere 
(tenuous electronic plasma in a static, uniform magnetic induction). n ±(ru) apply to 
right and left circularly polarized waves propagating parallel to the magnetic field. 
wB is the gyration frequency; rov is the plasma frequency. The two sets of curves 

correspond to wpfwB = 2.0, 0.5. 

corresponding to that density can be found. By varying the frequency co1 

and studying the change in time intervals the electron density as a function 
of height can be determined. If the frequency co1 is too high, the index of 
refraction does not vanish and very little reflection occurs. The frequency 
above which reflections disappear determines the maximum electron 
density in a given layer. 

no max I 
----------+---____ 1 

I 

t---------' I 

h-

Fig. 7.12 Electron density as a 
function of height in a layer of the 

ionosphere (schematic). 
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REFERENCES AND SUGGESTED READING 

The whole subject of optics as an electromagnetic phenomenon is treated authorita­
tively by 

Born and Wolf. 
Their first chapter covers plane waves, polarization, and reflection and refraction, among 
other topics. A very complete discussion of plane waves incident on boundaries of 
dielectrics and conductors is given by 

Stratton, Chapter IX. 
Another good treatment of electromagnetic waves in both isotropic and anisotropic 
media is that of 

Landau and Lifshitz, Electrodynamics of Continuous Media, Chapters X and XI. 
A more elementary, but clear and thorough, approach toplanewavesand theirproperties 
appears in 

Adler, Chu, and Fano, Chapters 7 and 8. 
The propagation of waves in dispersive media is discussed in detail in the book by 

Brillouin. 
The distortion and attenuation of pulses in dissipative materials are covered by 

Stratton, pp. 301-309. 

PROBLEMS 

7.1 An approximately monochromatic plane wave packet in one dimension has 
the instantaneous form, u(x, 0) = f(x)eikox, with f(x) the modulation 
envelope. For each of the forms /(x) below, calculate the wave-number 
spectrum IA(k)l2 of the packet, sketch lu(x, 0)1 2 and IA(k)l 2, evaluate explicitly 
the rms deviations from the means. !J.x and !J.k ( defined in terms of the 
intensities lu(x, 0)1 2 and IA(k)l2), and test inequality (7.28). 

(a) J(x) = Ncoclxl/2 

(b) f(x) = Ne~oc2x2J4 

{
N(l - ix lxl) for IX lxl < 1 

(c) f(x) = 0 > 1 
for or; lxl 

(d) f(x) = {: 
for lxl < a 

for Jxl > a 

7.2 A plane wave is incident on a layered interface as shown in the figure (p. 232). 
The indices of refraction of the three nonpermeable media are n1, n2, n3. 

The thickness of the intermediate layer is d. 
(a) Calculate the transmission and reflection coefficients (ratios of 

transmitted and reflected Poynting's flux to the incident flux), and sketch 
their behavior as a function of frequency for n1 = 1, n2 = 2, n3 = 3; n1 = 3, 
n2 = 2, n3 = 1 ; and n1 = 2, n2 = 4, n3 = 1. 
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(b) The medium n1 is part of an optical system (e.g., a lens); medium ns 
is air (n3 = 1). It is desired to put an optical coating (medium n2) on the 
surface so that there is no reflected wave for a frequency w0• What thickness 
d and index of refraction n2 are necessary? 

7.3 Two plane semi-infinite slabs of the same uniform, isotropic, nonpermeable, 
lossless dielectric with index of refraction n are parallel and separated by an 
air gap (n = 1) of width d. A plane electromagnetic wave of frequency ro 
is incident on the gap from one of the slabs with angle of incidence i. For 
linear polarization both parallel to and perpendicular to the plane of 
incidence, 

(a) calculate the ratio of power transmitted into the second slab to the 
incident power and the ratio of reflected to incident power; 

(b) for i greater than the critical angle for total internal reflection, sketch 
the ratio of transmitted power to incident power as a function of d measured 
in units of wavelength in the gap. 

7 .4 A plane polarized electromagnetic wave of frequency ro in free space is 
incident normally on the flat surface of a nonpermeable medium of 
conductivity a and dielectric constant e-. 

(a) Calculate the amplitude and phase of the reflected wave relative to the 
incident wave for arbitrary a and ~-

(b) Discuss the limiting cases of a very poor and a very good conductor, 
and show that for a good conductor the reflection coefficient (ratio of 
reflected to incident intensity) is approximately 

w 
R~l -2-6 

C 
where 6 is the skin depth. 

7,5 A plane polarized electromagnetic wave E = E,eik•:1:-iwt is incident normally 
on a flat uniform sheet of an excellent conductor (a ► w) having a thickness t. 
Assuming that in space and in the conducting sheet µ = e- = 1, discuss the 
reflection and transmission of the incident wave. 

(a) Show that the amplitudes of the reflected and transmitted waves, 
correct to the first order in (w/a)½, are: 

Er -(l - /3)(1 - e-U) - = ---=-------::-= 
Ei (1 - e-2.t) + /:1(1 + Je-21) 

Et 4Pe-i 
Ei = (l - e-2l) + /J(l + 3e-2A) 
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/3 = Ila (1 - i) = ;: (1 - i) 

A = (1 - i)t/6 

and 6 = c/V21rwa is the penetration depth. 

233 

(b) Verify that for zero thickness and infinite thickness you obtain the 
proper limiting results. 

(c) Show that, except for sheets of very small thickness, the transmission 
coefficient is 

32(Re P)2e - 2tM 
T = ----,,...--------=-

1 - 2e - 2tf 6 cos (2t/{J) + e-4t/6 

Sketch log T as a function of (t/{J), assuming Re f3 = 10-2• 

Define "very small thickness." 
7.6 Plane waves propagate in a homogeneous, nonpermeable, but anisotropic 

dielectric. The dielectric is characterized by a tensor €ii, but if coordinate 
axes are chosen as the principal axes the components of displacement along 
these axes are related to the electric-field components by Di = €iEi 
(i = 1, 2, 3). where €i are the eigenvalues of the matrix €ii· 

(a) Show that plane waves with frequency ru and wave vector' k must 
satisfy 

w2 
k x (k x E) + c"- D = 0 

(b) Show that for a given wave vector k = kn there are two distinct 
modes of propagation with different phase velocities v = w/k which satisfy 
the Fresnel equation, 

3 2 

" ni -O L v2 - v-2 -
i=l I 

where vi = cf V Ei is called a principal velocity, and ni is the component of 
n along the ith principal axis. 

(c) Show that Da • Db = 0, where Da, Db are the displacements associated 
with the two modes of propagation. 

7. 7 A homogeneous, isotropic, non permeable dielectric is characterized by an 
index of refraction n(w) which is in general complex in order to describe 
absorptive processes. 

(a) Show that the general solution for plane waves in one dimension can 
be written 

u(x, t) = --= dw e-iwt[A(w)ei(wfc)n(m)z + B(w)e- i(w/c)n(w>a:] • 1 Joo 
v'21r -00 

where u(x, t) is a component of E or B. 
(b) If u(x, t) is real, show that n( -w) = n*(w). 
(c) Show that, if u(O, t) and ou(O, t)/ ox are the boundary values of u 

and its derivative at~= 0, the coefficients A(w) and B(w) are 
' 

{A(w)} = ! 1 Joo dt eiwt[u(O t) ~ ~ ou (0 t)] 
B(w) 2 v'21r _ 00 ' wn(w) ox ' 
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7.8 A very long plane-wave train of frequency w0 with a sharp front edge is 
incident normally from vacuum on a semi-infinite dielectric described by 
an index of refraction n(w) and occupying the half-space x > 0. Just 
outside the dielectric (at x = 0) the incident electric field is 

£.o(O, t) = 8(t)e-et sin w0t 

where 0(t) is the step function {8(t) = 0 for t < 0, 8(t) = 1 for t > 0). The 
exponential decay constant E" is a positive infinitesimal. 

(a) Using the results of Section 7.5 determine the transmitted field 
E0 '(x, t) at any point in the dielectric as an integral over real frequencies. 

(b) Prove that a sufficient condition for causality (that no signal propagate 
faster than the speed of light in vacuum) in this problem is that the index of 
refraction as a function of complex w be an analytic function, regular in the 
upper half w plane with nonvanishing imaginary part there, and approaching 
unity for I wl -->- co. 

(c) Generalize the argument of (b) to apply to any incident wave train. 
7.9 (a) Show that, if the index of refraction n(w) is analytic in the upper half 

complex w plane and approaches unity for large lwl, its real and imaginary 
parts are related for real frequencies by the dispersion relation, 

2 ioo w' Re n(w) = 1 + - P -;2--2 Im n(cu') dw' 
7r 0 w -w 

where P stands for Cauchy principal value. Write the other dispersion 
relation, expressing the imaginary part as an integral over the real. 

(b) Show by direct calculation with the dispersion relation that in a 
frequency range where resonant absorption occurs there is necessarily 
anomalous dispersion. 

(c) The elementary classical model for an index of refraction is based on a 
collection of damped electronic oscillators and gives an index of refraction, 

1 27rNe2 2 [k 
n(w) ~ +--

m wk 2 - w2 - ivkw 
k 

where wk is the resonant frequency of the kth type of oscillator, vk its damping 
constant, and [k the number of such oscillators per atom. Verify that this 
index of refraction has the appropriate properties to satisfy the dispersion 
relation of (a). 
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Wave Guides 
and Resonant Cavities* 

Electromagnetic fields in the presence of metallic boundaries form 
a practical aspect of the subject of considerable importance. At high fre­
quencies where the wavelengths are of the order of meters or less the only 
practical way of generating and transmitting electromagnetic radiation 
involves metallic structures with dimensions comparable to the wave­
lengths involved. In this chapter we consider first the fields in the neigh­
borhood of a conductor and discuss their penetration into the surface and 
the accompanying resistive losses. Then the problems of waves guided in 
hollow metal pipes and of resonant cavities are treated from a fairly 
general viewpoint, with specific illustrations included along the way. 
Finally, dielectric wave guides are briefly described as an alternative 
method of transmission. 

• In this chapter certain formulas, denoted by an asterisk on the equation number, are 
written so that they can be read as formulas in mks units provided the first factor in 
square brackets is omitted. For example, (8.12) is 

dP1oss _ [ 1 ]µrod j lz 
-a;;--4n-4H11 

The corresponding equation in mks form is 

dPioss _ µwlJ I I= ~-4 H11 

where all symbols are to be interpreted as mks symbols, perhaps with entirely different 
magnitudes and dimensions from those of the corresponding Gaussian symbols. 

If an asterisk appears and there is no square bracket, the formula can be interpreted 
equally in Gaussian or mks symbols. 

General rules for conversion of any equation into its corresponding mks form are 
given in Table 3 of the Appendix. 

235 
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8.1 Fields at the Surface of and within a Conductor 

As was mentioned at the end of Section 7.7, the-problem of reflection 
and refraction of waves at an interface of two conducting media is some­
what complicated. The most important and useful features of the 
phenomenon can, however, be obtained with an approximate treatment 
valid if one medium is a good conductor. Furthermore, the method, within 
its range of validity, is applicable to situations more general than plane 
waves incident. 

First consider a surf ace with unit normal n directed outward from a 
perfect conductor on one side into a nonconducting medium on the other 
side. Then, just as in the static case, there is no electric field inside the 
conductors. The charges inside a perfect conductor are assumed to be so 
mobile that they move instantly in response to changes in the fields, no 
matter how rapid, and always produce the correct surface-charge density :I: 
(capital~ is used to avoid confusion with the conductivity O'): 

n • D = [41r]~ (8.1)* 

in order to give zero electric field inside the perfect conductor. Similarly, 
for time-varying magnetic fields, the surface charges move in response to 
the tangential magnetic field to produce always the correct surface current 
K: 

in order to have zero magnetic field inside the perfect conductor. The 
other two boundary conditions are on normal B and tangential E: 

n • (B - Be) = ol (8.3)* 

n x {E - Ee)= 0 

where the subscript c refers to the conductor. From these boundary 
conditions we see that just outside the surface of a perfect conductor only 
normal E and tangential H fields can exist, and that the fields drop abruptly 
to zero inside the perfect conductor. This behavior is indicated schemati­
cally in Fig. 8.1. 

For a good, but not perfect, conductor the fields in the neighborhood 
of its surface must behave approximately the same as for a perfect con­
ductor. In Section 7. 7 we have seen that inside a conductor the fields are 
attenuated exponentially in a characteristic length b, called the skin depth. 
For good conductors and moderate frequencies, t5 is a small fraction of 
a centimeter. Consequently, boundary conditions (8.1) and (8.2) are 
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Fig. 8.1 Fields near the surface of a perfect conductor. 

approximately true for a good conductor, aside from a thin transitional layer 
at the surface. 

If we wish to examine that thin transitional region, however, care must 
be taken. First of all, Ohm's law (7.68) shows that with a finite conduct­
ivity there cannot actually be a surface layer of current, as implied in (8.2). 
Instead, the boundary condition on the magnetic field is 

(8.4)* 

To explore the changes produced by a finite, rather than an infinite, 
conductivity we employ a successive approximation scheme. First we 
assume that just outside the conductor there exists only a normal electric 
field E1 and a tangential magnetic field H11, as for a perfect conductor. 
The values of these fields are assumed to have been obtained from the 
solution of an appropriate boundary-value problem. Then we use the 
boundary conditions and Maxwell's equations in the conductor to find the 
fields within the transition layer and small corrections to the fields outside. 
In solving Maxwell's equations within the conductor we make use of the 
fact that the spatial variation of the fields normal to the surface is much 
more rapid than the variations parallel to the surface. This means that 
we can safely neglect all derivatives with respect to coordinates parallel 
to the surface compared to the normal derivative. 

If there exists a tangential H11 outside the surface, boundary condition 
(8.4) implies the same H11 inside the surf ace. With the neglect of the dis­
placement current in the conductor, the curl equations in (7.69) become 

C 
Ee~ -V X He 

4'7T(1 

ic 
H = --V x E C C µw 

(8.5) 
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where a harmonic variation e-iwt has been assumed. If n is the unit normal 
outward from the conductor and e is the normal coordinate inward into 
the conductor, then the gradient operator can be written 

a V =::'. -n -
a~ 

neglecting the other derivatives when operating on the fields within the 
conductor. With this approximation (8.5) become: 

Ee ,._,,, - _£_ n X oHc 
41TCT 0~ 

H ic oEc ,-..J-nx-
t - /J,W 0~ 

(8.6) 

These can be combined to yield 

(8.7) 

and 
(8.8) 

where ~ is the skin depth defined by (7.85). The second equation shows 
that inside the conductor H is parallel to the swface, consistent with our 
boundary conditions. The solution for He is: 

H,, = H11e-~1" iV" (8.9) 

where H11 is the tangential magnetic field outside the surface. From (8.6) 
the electric field in the conductor is approximately: 

Ee~ {µ:;;; (1 - i)(n x H11)e-U6 e't;fa (8.10) 
~ s,;;;, 

These solutions for H and E inside the conductor exhibit the properties 
discussed in Section 7.7: (a) rapid exponential decay, (b) phase difference, 
(c) magnetic field much larger than the electric field. Furthermore, they 
show that, for a good conductor, the fields in the conductor are parallel 
to the surface* and propagate normal to it, with magnitudes which depend 
only on the tangential magnetic field H11 which exists just outside the 
surface. 

* From the continuity of the tangential component of H and the equation connecting 
E to V X Hon either side of the surface, one can show that there exists in the conductor 
a small normal component of electric field, Ee• n ~ (iw£/4n-<1)EJ., but.this is of the next 
order in small quantities compared with (8.10). 
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From the boundary condition on tangential E (8.3) we find that just 
outside the surface there exists a small tangential electric field given by 
(8.10), evaluated at~ = 0: 

E11 ~ {iiw (1 - i)(n x H11) ,J~ (8.11) 

In this approximation there is also a small normal component of B just 
outside the surface. This can be obtained from Faraday's law of induction 
and gives BJ. of the same order of magnitude as E11 . The amplitudes of 
the fields both inside and outside the conductor are indicated schematically 
in Fig. 8.2. 

The existence of a small tangential component of E outside the surface, 
in addition to the normal E and tangential H, means that there is a power 
flow into the conductor. The time-average power absorbed per unit area 
IS 

d~:ss = - 8: Re [n • E x H*] = [!] µ:l, IH11 12 (8.12)* 

This result can be given a simple interpretation as ohmic losses in the body 

f 
E, 
R 

Fig. 8.2 Fields near the surface of a good, but not perfect, conductor. 
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of the conductor. According to Ohm's law, there exists a current density 
J near the surface of the conductor: 

(8.13) 

The time-average rate of dissipation of energy per unit volume in ohmic 
losses is ½J • E* = (1/2a) IJl2, so that the total rate of energy dissipation 
in the conductor for the volume lying beneath an area element ~A is 

_!_ ~AJ:00 d~J • J* = ~A µw IH 12J:00 e-2ur, d~ = ~A µw/J IH [2 
2<1 O 87T II o 16,,, II 

This is the same rate of energy dissipation as given by the Poynting's 
vector result (8.12). 

The current density J is confined to such a small thickness just below 
the surface of the conductor that it is equivalent to an effective surface 
current Keff: 

Kerr= f.00J d~ = [;]n X H11 (8.14)* 

Comparison with (8.2) shows that a good conductor behaves effectively 
like a perfect conductor, with the idealized surface current replaced by an 
equivalent surface current which is actually distributed throughout a very 
small, but finite, thickness at the surface. The power loss can be written in 
terms of the effective surface current : 

dP1oss __ 1_ IK l2 
da - 20'(5 eff 

(8.15)* 

This shows that 1/a6 plays the role of a surface resistance of the con­
ductor. Equation (8.15), with ~tr given by (8.14), or (8.12) will allow us 
to calculate approximately the resistive losses for practical cavities, trans­
mission lines, and wave guides, provided we have solved for the fields in 
the idealized problem of infinite conductivity. 

8.2 Cylindrical Cavities and Wave Guides 

A practical situation of great importance is the propagation or excitation 
of electromagnetic waves in hollow metallic cylinders. If the cylinder has 
end surfaces, it is called a cavity; otherwise, a wave guide. In our 
discussion of this problem the boundary surfaces will be as~umed to be 
perfect conductors. The losses occurring in practice can be accounted for 
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adequately by the methods of Section 8.1. A cylindrical surface S of 
general cross-sectional contour is shown in Fig. 8.3. For simplicity, the 
cross-sectional size and shape are assumed constant along the cylinder axis. 
With a sinusoidal time dependence e-iwe for the fields inside the cylinder, 
Maxwell's equations take the form: 

VxE=i~B 
C 

V x B = -iµ£w E 
C 

V•B =0 
(8.16) 

where it is assumed that the cylinder is filled with a uniform nondissipative 
medium having dielectric constant £ and permeability µ. If follows that 
both E and B satisfy 

(8.17) 

Because of the cylindrical geometry it is useful to single out the spatial 
variation of the fields in the z direction and to assume 

E(x, y, z, t)} = {E(x, y)e±~kz-~a>t 

.B(x, y, z, t) B(x, y)ehkz--ia>t 
(8.18) 

Appropriate linear combinations can be formed to give traveling or 
standing waves in the z direction. The wave number k is, at present, an 
unknown parameter which may be real or complex. With this assumed z 
dependence of the fields the wave equation reduces to the two-dimensional 
form: 

where V l is the transverse part of the Laplacian operator: 

V 2 - v2 a2 
t- -

oz2 

I 
I 

-===+---------------~-----\ 
\ 

(8.19) 

(8.20) 

z 

Fig. 8.3 Hollow, cylindrical wave guide of arbitrary cross-sectional shape. 
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It is also useful to separate the fields into components parallel to and 
transverse to the z axis: 

(8.21) 
where the parallel field is 

(8.22) 
and the transverse field is 

(8.23) 

and e3 is a unit vector in the z direction. Similar definitions hold for the 
magnetic-flux density B. Manipulation of the curl equations in (8.16) and 
use of the explicit z dependence (8.18) lead to the determination of the 
transverse fields in terms of the axial components: 

B, = (PEd- k') [ v,(0:,,) + iµ< •; ., ,. v,E,] 

E, =(PE~· - k") [ v,(0!•) - i: e. )( V,B,] j 
(8.24) 

These relations show that it is sufficient to determine Ez and Bz as the 
appropriate solutions of the two-dimensional wave equation (8.19). The 
other components can then be calculated from (8.24). 

The boundary values on the surface of the cylinder will be taken as those 
for a perfect conductor: 

n • B = 0, nxE=O (8.25) 

where n is a unit normal at the surface. Since Maxwell's equations and 
the boundary conditions are internally consistent, it is sufficient to note 
that the vanishing of tangential E at the surface requires 

(8.26) 

For the normal components of B, using the expression for Bt (8.24), we 
find that n • B = 0 implies 

oBZ I = 0 
on s 

where d/dn is the normal derivative at a point on the surface. 

(8.27) 

The two-dimensional wave equations (8.19) for Ez and Bz, together with 
the boundary conditions on Ez and Bz at the surface of the cylinder, 
specify eigenvalue problems of the usual sort. For a given frequency w, 
only certain values of the axial wave number k will be consistent with 
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the differential equation and the boundary conditions (typical wave-guide 
situation); or, for a given k, only certain frequencies w will be allowed 
(typical resonant-cavity situation). Because the boundary conditions on 
Ev. and B. are different, they cannot generally be satisfied simultaneously. 
Consequently the fields divide themselves into two distinct categories: 

TRANSVERSE MAGNETIC (TM) 

Bz = 0 everywhere 

The boundary condition is 
Ez Is= 0 

TRANSVERSE ELECTRIC (TE) 

Ez = 0 everywhere 
The boundary condition is 

anal =O 
On B 

The designations "Electric (or E) Waves" and "Magnetic (or H) Waves" 
are sometimes used instead of Transverse Magnetic and Transverse 
Electric, respectively, corresponding to specification of the axial com­
ponent of the field. In addition to these two types of fields there is a 
degenerate mode, called the Transverse Electromagnetic (TEM) mode, in 
which both E. and B1 vanish. From (8.24) we see that, in order to have 
nonvanishing transverse components when both E, and B, vanish, the 
axial wave number ~ust satisfy the condition: 

(8.28) 

Thus TEM waves travel as if they were in an infinite medium without 
boundary surfaces. From the two-dimensional wave equation (8.19) we 
now find 

(8.29) 

showing that each component of the transverse fields satisfies Laplace's 
equation of electrostatics in two dimensions. It is easy to show (a) that 
both ErEM and RrEM are derivable from scalar potentials satisfying 
Laplace's equation and (b) that BTEM is everywhere perpendicular to ETEM· 

In fact, from Faraday's law of induction we find 

(8.30) 
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With z-dependence iv µEwzfc, we have 

BTEM = ✓µ£ C3 X ETE:M: (8.31)* 

which is just the relation for plane waves in an infinite medium. 
An immediate consequence of (8.29) is that the TEM mode cannot 

exist inside a single hollow, cylindrical conductor of infinite conductivity. 
The surface is an equipotential; hence the electric field vanishes inside. 
It is necessary to have two or more cylindrical surfaces in order to support 
the TEM mode. The familiar coaxial cable and the parallel-wire trans­
mission line are structures for which this is the dominant mode. (See 
Problems 8.1 and 8.2.) 

8.3 Wave Guides 

We now consider the propagation of electromagnetic waves along a 
hollow wave guide of uniform cross section. With the z-dependence eikz, 

the transverse components of the fields for the two types of waves are 
related, according to (8.24), as follows: 

TMWAvES: 

{8.32) 
TE WAVES: 

The transverse fields are in turn determined by the longitudinal fields: 

ik 
Et= -Vttp ya 

TM WAVES: 

ik 
Bt = - Vt1fJ 

y2 

(8.33) 
TE WAVES: 

where tp is Ez (Bz) for TM (TE) waves. The scalar function 1P satisfies the 
two-dimensional wave equation (8.19): 

(Vt2 + y2)1P = 0 
where 

subject to the boundary condition: 

1P Is= o, 
for TM (TE) waves. 

or Otp I = 0 
on s 

(8.34) 

(8.35) 

(8.36) 
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Equation (8.34) for tp, together with boundary condition (8.36), specifies 
an eigenvalue problem. It is easy to see that the constant y2 must be non­
negative. Roughly speaking, it is because 'l/J must be oscillatory in order 
to satisfy boundary condition (8.36) on opposite sides of the cylinder. 
There will be a spectrum of eigenvalues y ,.2 and corresponding solutions 
1JJ1, 1 = 1, 2, 3, ... , which form an orthogonal set. These different 
solutions are called the modes of the guide. For a given frequency w, the 
wave number k is determined for each value of 1: 

2 
k 2 W 2 

l = µff.- - Yl 
c2 

If we define a cutoff frequency w 1, 

W,t = [c] ~A 
-vµf:. 

then the wave number can be written: 

(8.37) 

(8.38)* 

(8.39)* 

We note that, for w > w.b the wave number k). is real; waves of the A 
mode can propagate in the guide. For frequencies less than the cutoff 
frequency, kJ.. is imaginary; such modes cannot propagate and are called 
cutoff modes. The behavior of the axial wave number as a function of 
frequency is shown qualitatively in Fig. 8.4. We see that at any given 
frequency only a finite number of modes can propagate. It is often con­
venient to choose the dimensions of the guide so that at the operating 
frequency only the lowest mode can occur. This is shown by the vertical 
arrow on the figure. 

Since the wave number kA. is always less than the free-space value 
fyw/c, the wavelength in the guide is always greater than the free-space 

Fig. 8.4 Wave number k;, versus 
frequency w for various modes A. 

W). is the cutoff frequency. 

1 --------------------

0 W2 W3 

W------+ 
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wavelength. In turn, the phase velocity v P is larger than the infinite space 
value: 

(8.40) 

The phase velocity becomes infinite exactly at cutoff. 

8.4 Modes in a Rectangular Wave Guide 

As an important illustration of the general features described in 
Section 8.3 we consider the propagation of TE waves in a rectangular wave 
guide with inner dimensions a, b., as shown in Fig. 8.5. The wave equation 
for tp = Bz is 

(8.41) 

with boundary conditions a,p/an = 0 at x = 0, a and y = 0, b. The 
solution for tp is consequently 

'Pmix, y) = B0 cos (m;x) cos (n;y) (8.42) 

where 

(8.43) 

The single index A specifying the modes previously is now replaced by the 
two positive integers m, n. In order that there be nontrivial solutions, m 
and n cannot both be zero. The cutoff frequency wmn is given by 

1T (m2 n2)½ 
Wmn = [c] JJJ,E ~ + b2 (8.44)* 

y 

1 
b 

1 
Fig. 8.5 
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If a > b, the lowest cutoff frequency, that of the dominant TE mode, 
occurs form= I, n = 0: 

7TC 
(IJIO = j 

'\/µca 

This corresponds to one-half of a free-space wavelength across the guide. 
The explicit fields for this mode, denoted by TE1,0, are: 

Bz = Bo cos (?TaX)eikz-iwt 

B ika B • (?TX) ikz-iwt 
x=-- oSlll - e 

rr a 
(8.46) 

E - . wa B • (1TX) il.z-iwt 
11 - 1 0 sm e 

?TC a 
The presence of a factor i in Bx (and Ev) means that there is a spatial (or 
temporal) phase difference of 90° between Bm (and £ 11) and Bz in the 
propagation direction. It happens that the TE1,0 mode has the lowest 
cutoff frequency of both TE and TM modes,* and so is the one used in 
most practical situations. For a typical choice a = 2b the ratio of cutoff 
frequencies wmn for the next few modes to w10 are as follows: 

n ----+-

0 I 2 3 

0 2.00 4.00 6.00 
I 1.00 2.24 4.13 

m 2 2.00 2.84 4.48 
1 3 3.00 3.61 5.00 

4 4.00 4.48 5.66 
5 5.00 5.39 
6 6.00 

There is a frequency range from cutoff to twice cutoff where the TE1,0 

mode is the only propagating mode. Beyond that frequency other modes 
rapidly begin to enter. The field configurations of the TE1,0 mode and 
other modes are shown in many books, e.g., American Institute of Physics 
Handbook, McGraw-Hill, New York (1957), p. 5-61. 

* This is evident if we note that for the TM modes Ez is of the form 

Ez = £ 0 sin ( m;x) sin ( n:) 
while y 2 is still given by (8.43). The lowest mode has m = n = 1. Its cutoff frequency is 

greater than that of the TE1 , 0 mode by the factor ( 1 + :: r-f-
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8.5 Energy Flow and Attenuation in Wave Guides 

The general discussion of Section 8.3 for a cylindrical wave guide of 
arbitrary cross-sectional shape can be extended to include the flow of 
energy along the guide and the attenuation of the waves due to losses in the 
walls having finite conductivity. The treatment will be restricted to one 
mode at a time; degenerate modes will be mentioned only briefly. The 
flow of energy is described by the complex Poynting's vector: 

S = [;J~(E X H*) (8.47)* 

whose real part gives the time-averaged flux of energy. For the two types 
of field we find, using (8.24): 

e:[ ea IV t1Pl2 + i : 2 '¥'Vt'¥'*] 

;[ e., IV,'l'I' - i ~• 'l'*V,'I'] 

(8.48) 

where the upper (lower) line is for TM (TE) modes. Since 'l/J is generally 
real,* we see that the transverse component of S represents reactive energy 
flow and does not contribute to the time-average flux of energy. On the 
other hand, the axial component of S gives the time-averaged flow of 
energy along the guide. To evaluate the total power flow P we integrate 
the axial component of S over the cross-sectional area A: 

P = f S • ea da = w\{;) f (VtVJ)* •(Vt'P) da JA 8,ry - JA 
µ 

(8.49) 

By means of Green"s first identity (1.34) applied to two dimensions, (8.49) 
can be written: 

p = ~ {~}[1 'l/J* a'l/J di -J "P*V l"P da] (8.50) 
81ry4 - Ye on A 

µ 

where the first integral is around the curve C which defines the boundary 
surface of the cylinder. This integral vanishes for both types of fields 

* It is possible to excite a guide in such a manner that a given mode or linear combina­
tion of modes has a complex '1/J. Then a time-averaged transverse energy flow can occur. 
Since it is a circulatory flow, however, it really only represents stored energy and is not 
of great practical importance. 
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because of boundary conditions (8.36). By means of the wave equation 
(8.34) the second integral may be reduced to the normalization integral for 
VJ· Consequently the transmitted power is 

[ c] 1 (' w )2( w 2)½{ €}1 P = - -= - 1 - _;. 1 tp*tp da 
4rr 2✓µt: W;. w2 - A. 

µ 

(8.51)* 

where the upper (lower) line is for TM (TE) modes, and we have exhibited 
all the frequency dependence explicitly. 

It is straightforward to calculate the field energy per unit length of the 
guide in the same way as the power flow. The result is 

(8.52)* 

Comparison with the power flow P shows that P and U are proportional. 
The constant of proportionality has the dimensions of velocity (velocity 
of energy flow) and is just the group velocity: 

p = k c2 = c J 1 w /· = vo (8.53) 
u (I) µt:. ,Jµ€ (1)2 

as can be verified by a direct calculation of v0 = dw/dk from (8.39), 
assuming that the dielectric filling the guide is nondispersive. We note 
that vg is always less than the velocity of waves in an infinite medium and 
falls to zero at cutoff. The product of phase velocity (8.40) and group 
velocity is constant: 

c2 

V1>Vt1 = -
µ~ 

an immediate consequence of the fact that w l!iw oc k l!ik. 

(8.54) 

Our considerations so far have applied to wave guides with perfectly 
conducting walls. The axial wave number kA was either real or purely 
imaginary. If the walls have a finite conductivity, there will be ohmic 
losses and the power flow along the guide will be attenuated. For walls 
with large conductivity the wave number will have a small imaginary part: 

(8.55)* 

where k1°> is the value for perfectly conducting walls. The attenuation 
constant {3,. can be found either by solving the boundary-value problem 
over again with boundary conditions appropriate for finite conductivity, 
or by calculating the ohmic losses by the methods of Section 8.1 and 
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using conservation of energy. We will use the latter technique. The 
power flow along the guide will be given by 

P(z) = P0e~ 2Piz 

Thus the attenuation constant is given by 

/3;. = _ J_ dP 
2P dz 

(8.56)* 

(8.57)* 

where -dP/dz is the power dissipated in ohmic losses per unit length of the 
guide. According to the results of Section 8.1, this power loss is 

dP [ c2 
] 1 f 2 - - = - -- In x Bl dl 

dz 16TT2 2<1~µ2 a 
(8.58)* 

where the integral is around the boundary of the guide. With fields (8.32) 
and (8.33) it is easy to show that for a given mode: 

where again the upper (lower) line applies to TM (TE) modes. 
Since the transverse derivatives of "Pare determined entirely by the size 

and shape of the wave guide, the frequency dependence of the power loss 
is explicitly exhibited in (8.59). In fact, the integrals in (8.59) may be simply 
estimated from the fact that for each mode: 

( v l + µE;.i2)1J1 = 0 (8.60) 

This means that, in some average sense, and barring exceptional circum­
stances, the transverse derivatives of 1J1 must be of the order of magnitude 
of 'Vµ(w;./c)tp: 

<I~: I')~ (In x V,,pl2) ~ µ< :;• (l,pl2) (8.61) 

' Consequently the line integrals in (8.59) can be related to the normalization 
integral of l-rpl 2 over the area. For example, 

f c
2 

I
O 

1
2 cf - 2 ...J!. di = ~ ;,µ€ - I 1f'l2 da 

a W,i an A A 
(8.62) 

where C is the circumference and A is the area of cross section, while e.i is 
a dimensionless number of the order of unity. Without further knowledge 
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of the shape of the guide we can obtain the order of magnitude of the 
attenuation constant ~;. and exhibit completely its frequency dependence. 
Thus, using (8.59) with (8.62) and (8.51), plus the frequency dependence of 
the skin depth (7.85), we find 

(8.63)* 

where a is the conductivity (assumed independent of frequency), b;. is the 
skin depth at the cutoff frequency, and f;., r;;. are dimensionless numbers 
of the order of unity. For TM modes, 'Y/;. = 0. 

For a given cross-sectional geometry it is a straightforward matter to 
calculate the dimensionless parameters ~;. and r;;. in (8.63). For the TE 
modes with n = 0 in a rectangular guide, the values are ~m,o = a/(a + b) 
and 'Y/m,o = 2b/(a + b). For reasonable relative dimensions, these 
parameters are of order unity, as expected. 

~ 

0 2 3 4 
w/w.,,_~ 

5 

Fig, 8,6 Attenuation constant /J,. 
as a function of frequency for 
typical TE and TM modes. For 
TM modes the minimum atten• 
uation oc:curs at w/w;, == v'31 re• 
gardless of cross-sectional shape. 

The general behavior of {3;, as a function of frequency is shown in 
Fig. 8.6. Minimum attenuation occurs at a frequency well above cutoff. 
For TE modes the relative magnitudes of ;,1. and rJ,1. depend on the shape 
of the guide and on A. Consequently no general statement can be made 
about the exact frequency for minimum attenuation. But for TM modes 

the minimum always occurs at wmin = -V3w.i. At high frequencies the 
attenuation increases as cuH. In the microwave region typical attenuation 
constants for copper guides are of the order {3,1. ~ 10-4w,1./c, giving 1/e 
distances of 200-400 meters. 

The approximations employed in obtaining (8.63) break down close to 
cutoff. Evidence for this is the physically impossible, infinite value of 
(8.63) at w = w,i. A treatment of the problem by perturbation theory 
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with the boundary condition (8.11) yields the more accurate result, 

k/ = k1°>2 + 2(1 + i)k1°>{3;. (8.64) 

where f3i is still given by (8.63) For k1°> ► f:JA this r~duces to our previous 
expression (8.SS). But at cutoff (ki0> = O) the wave number is now finite 
with real and imaginary parts of the order of the geometrical mean of 
w;./c and /l typical value of P;., say at w ,_,, 2w;.. 

In th~ discussion so far we have considered only one mode at a time. 
' This procedure fails whenever a TE and a TM mode have the same cutoff 

frequency, as occurs in the rectangular guide, for example, with n -::ft- 0, 
m -::/= 0. The reason for the failure is that the boundary condition (8.11) 
for flnit~ conductivity couples the degenerate modes. The calculation of 
the attenuation then involves so-called degenerate state perturbation 
theory, and the expression for f3 takes the form, 

(8.65) 

where PTM and fJTE are the values found above, while K is a coupling 
parameter. The two values of fJ in (8.65) give the attenuation for the 
two orthogonal, mixed modes which satisfy the perturbed boundary 
conditions.* 

8.6 Resonant Cavities 

Although an electromagnetic cavity resonator can be of any shape 
whatsoever, an important class of cavities is produced by placing end 
faces on a length of cylindrical wave guide. We will assume that the end 
surfaces are plane and perpendicular to the axis of the cylinder. As usual, 
the walls of the cavity are taken to have infinite conductivity, while the 
cavity is filled with a lossless dielectric with constants µ, €. Because of 
reflections at the end surfaces the z dependence of the fields will be that 
appropriate to standing waves: 

A sin kz + B cos kz 

If the plane boundary surfaces are at z = 0 and z = d, the boundary, 
conditions can be satisfied at each surface only if 

7T 
k = p­

d' 
p = 0, 1, 2, ... (8.66) 

* For the theory of perturbation of boundary conditions in guides and cavities, see 
G. Goubau, Electromagnetic Waveguides and Cavities, Pergamon Press, New York, 
1961; Sect. 25. Attenuation for degenerate modes in guides is treated by R. Millier, 
Z. Naturforsch., 4a, 218 (1949), and for the rectangular cavity by the same author in 
Sect. 37 of the book by Goubau. 
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For TM fields the vanishing of Et at z = 0 and z = d requires 

( p1rz) Ez = tp{:i!, 1/) COS d , p = 0, 1, 2, ... (8.67) 

Similarly for TE fields, the vanishing of Bz at z = 0 and z = d requires 

B~ = 'P(x, y) sin ( 1:z ), p = 1, 2, 3, ... (8.68) 

Then from (8.24) we find the transverse fields: 

TM FIELDS 

(8.69) 

TE FIELDS 

(8.70) 

The boundary conditions at the ends of the cavity are now explicitly 
satisfied. There remains the eigenvalue problem (8.34)-(8.36), as before. 
But now the constant y2 is: 

2 al (PTT)2 

r =µe c2 - d (8.71) 

For each value of p the eigenvalue y;.2 determines an eigenfrequency of 
resonance frequency wAp: 

w~, = [:,][r.' + (7)'] (8.72)* 

and the corresponding fields of that resonant mode. The resonance 
frequencies form a discrete set which can be determined graphically on the 
figure of axial wave number k versus frequency in a wave guide (see p. 245) 
by demanding that k = pn/d. It is usually expedient to choose the 
various dimensions of the cavity so that the resonant frequency of operation 
lies well separated from other resonant frequencies. Then the cavity will 
be relatively stable in operation and insensitive to perturbing effects 
associated with frequency drifts, changes in loading, etc. 
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x Fig. 8.7 

An important practical resonant cavity is the right circular cylinder, 
perhaps with a piston to allow tuning by varying the height. The cylinder 
is shown in Fig. 8.7, with inner radius Rand length d. For a TM mode 
the transverse wave equation for tp = Ez, subject to the boundary con­
dition Ez = 0 at p = R, has the solution: 

where 
X 

Ymn = ;n 

(8.73) 

(8.74) 

xm~ is the nth root of the equation, J m(x) = 0. These roots are given on 
page 72, below equation (3.92). The integers m and n take on the values 
m = 0, 1, 2, ... , and n = 1, 2, 3,. . . . The resonance frequencies are 
given by 

[ C] Jx!in p2TI' 
Wmn1> = ,J /'E R2 + d2 (8.75)* 

The lowest TM mode has m = 0, n = 1, p = 0, and so is designated 
TM0,1,0. Its resonance frequency is 

2.405 C 

Wow= ,JµE R 

The explicit expressions for the fields are 

Ez = Eo,lo(2.~5p )e-imt 

B - . ,-E J (2.405 p) -imt 
it, - - 1v µE o 1 e 

R 

(8.76) 

(8.77) 

The resonant frequency for this mode is independent of d. Consequently 
simple tuning is impossible. 
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For TE modes, the basic solution (8. 73) still applies, but the boundary 

condition on B, ( ~ R = 0) makes 

x' 
Ymn = i" (8.78) 

where x:nn is the nth root of Jm'(x) = 0. These roots, for a few values of 
m and n, are tabulated below: 

Roots of Jm'(x) = 0 

m = 0: x~n = 3.832, 7.016, 10.174, .. . 

m = 1: X~n = 1.841, 5.331, 8.536, .. . 

m = 2: X~ 71 = 3.054, 6.706, 9.970, .. . 

m = 3: x~n = 4.201, 8.015, 11.336, .. . 

The resonance frequencies are given by 

[c] (x:n p27r2)½ 
romnp = .j µe R2 + d2 (8.79)* 

where m = 0, I, 2, ... , but n, p = 1, 2, 3, .... The lowest TE mode has 
m = n = p = 1, and is denoted TE1,1 ,1 . Its resonance frequency is 

1.841 c ( R2r1 
W111 = 6e R I+ 2.912 d2/ (8.80) 

while the fields are derivable from 

( 1.84lp) • (7TZ) ·we B. = BaJ1 R cos</, sm d e_,,, (8.81) 

by means of (8.70). For d large enough (d > 2.03R), the resonance 
frequency w111 is smaller than that for the lowest TM mode (8. 76). Then 
the TE1,1,1 mode is the fundamental oscillation of the cavity. Because the 
frequency depends on the ratio d/R it is possible to provide easy tuning by 
making the separation of the end faces adjustable. 

8. 7 Power Losses in a Cavity; Q of a Cavity 

In the preceding section it was found that resonant cavities had discrete 
frequencies of oscillation with a definite field configuration for each 
resonance frequency. This implies that, if one were attempting to excite a 
particular mode of oscillation in a cavity by some means, no fields of the 
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right sort could be built up unless the exciting frequency were exactly equal 
to the chosen resonance frequency. In actual fact there will not be a delta 
function singularity, but rather .a narrow band of frequencies around the 
eigenfrequency over which appreciable excitation can occur. An important 
source of this smearing out of the sharp frequency of oscillation is the 
dissipation of energy in the cavity walls and perhaps in the dielectric filling 
the cavity. A measure of the sharpness of response of the cavity to external 
excitation is the Q of the cavity, defined as 21T times the ratio of the 
time-averaged energy stored in the cavity to the energy loss per cycle: 

Q _ Stored energy 
- Wo---------

Power loss 
(8.82)* 

Here w0 is the resonance frequency, assuming no losses. By conservation 
of energy the power dissipated in ohmic losses is the negative of the time 
rate of change of stored energy U. Thus from (8.82) we can write an 
equation for the behavior of U as a function of time: 

with solution 
(8.83) 

U(t) = U oe-r.oot/Q 

If an initial amount of energy U0 is stored in the cavity, it decays away 
exponentially with a decay constant inversely proportional to Q. The 
time dependence in (8.83) implies that the oscillations of the fields in the 
cavity are damped as follows: 

(8.84) 

A damped oscillation such as this has not a pure frequency, but a super­
position of frequencies around w = w0• Thus, 

1 Joo . E(t) = 1- E(w)e-,wt dw 
v 21r -oo 

where (8.85) 

1 ioo E(w) =--= E e-wot/2Qei<w-wo>t dt 
.J21T O 0 

The integral in (8.85) is elementary and leads to a frequency distribution 
for the energy in the cavity having a Lorentz line shape: 

1 
IE(w)l2 oc 2 

( w - w0)2 + ( w0/ 2Q) 
(8.86) 
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The resonance shape (8.86), shown in Fig. 8.8, has a full width at half­
maximum (confusingly called the half-width) equal to (1)0/ Q. For a 
constant input voltage, the energy of oscillation in the cavity as a function 
of frequency will follow the resonance curve in the neighborhood of a 
particular resonant frequency. Thus, if ~w is the frequency separation 
between half-power points, the Q of the cavity is 

(8.87) 

Q values of several hundreds or thousands are common for microwave 
cavities. 

To determine the Q of a cavity we must calculate the time-averaged 
energy stored in it and then determine the power loss in the walls. The 
computations are very similiar to those done in Section 8.5 for attenuation 
in wave guides. We will consider here only the cylindrical cavities of 
Section 8.6, assuming no degeneracies (see the footnote on p. 252). The 
energy stored in the cavity for the mode l, p is, according to (8.67)-{8. 70): 

(8.88)* 

where the upper (lower) line applies to TM (TE) modes. For the TM 
modes with p = 0 the result must be multiplied by 2. 

The power loss can be calculated by a modification of (8.58): 

P1oss = [ CZ 2]~[,£ dlid dzln )( e1:1dea + 2f daln )( Bl~nde] (8.89)* 
16'1T 2C1dµ ic o A 

For TM modes with p =I=- 0 it is easy to show that 

P1oss = [~]_!_[1 + ( J17r \2] (1 + ~;. Cd)J IVJl2 da (8.90)* 
lfur <1~µ y ;.di 4A A 

Fig. 8.8 Resonance line shape. The 
full width 6.w at half-maximum (of 
the power) is equal to the central 
frequency w0 divided by the Q of the 

cavity. (0 ~ 
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where the dimensionless number ~;. is the same one that appears in (8.62), 
C is the circumference of the cavity, and A is its cross-sectional area. For 
p = 0, t must be replaced by 2~;.- Combining (8.88) and (8.89) according 
to (8.82), and using definition (7.85) for the skin depth o, we find the Q of 
the cavity: 

(8.91)* 

where µc is the permeability of the metal walls of the cavity. For p = 0 
modes, (8.91) must be multiplied by 2 and i;;. replaced by 2E;., This 
expression for Q has an intuitive physical interpretation when written in 
the form: 

Q = µ (~) x ( Geometrical factor) 
µcs~ 

(8.92)* 

where Vis the volume of the cavity, and Sits total surface area. The Q of 
a cavity is evidently, apart from a geometrical factor, the ratio of the 
volume occupied by the fields to the volume of the conductor into which 
the fields penetrate because of the finite conductivity. For TM modes in 
cylindrical cavities the geometrical factor is 

(8.93) 

for p =I= 0, and is 

(8.94) 

for p = 0 modes. For TE modes in the cylindrical cavity the geometrical 
factor is somewhat more complicated, but of the same order of magnitude. 
For the TMo.1.o mode in a circular cylindrical cavity with fields (8. 77), 
~;. = l (true for all TM modes), so that the geometrical factor is 2 and 
Q is: 

(8.95)* 
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For the TE1,1,1 mode calculation yields a geometrical factor* 

( ) 
( 1 + 0.344 d:) 

l+d R 

R ( 1 + 0.209 ! + 0.242 !:) (8.96) 

and a Q: 

( 1 + 0.344 a:) 
Q-_e_( !!_) R 

- lµc J ( 1 + 0.209 ! + 0.242 :a) (8.97)* 

Expression (8.92) for Q applies not only to cylindrical cavities but also 
to cavities of arbitrary shape, with an appropriate geometrical factor of 
the order of unity. 

8.8 Dielectric Wave Guides 

In Sections 8.2-8.5 we considered wave guides made of hollow metal 
cylinders with fields only inside the hollow. Other guiding structures are 
possible. The parallel-wire transmission line is an example. The general 
requirement for a guide of electromagnetic waves is that there be a flow of 
energy only along the guiding structure and not perpendicular to it. This 
means that the fields win be appreciable only in the immediate neighbor­
hood of the guiding structure. For hollow wave guides these requirements 
are satisfied in a trivial way. But for an open structure like the parallel­
wire line the fields extend somewhat away from the conductors, falling off 
like p-2 for the TEM mode, and exponentially for higher modes. 

A dielectric cylinder, such as shown in Fig. 8.9, can serve as a wave guide, 
with some properties very similar to those of a hollow metal guide if its 
dielectric constant is large enough. There are, however, characteristic 
differences which arise because of the very different boundary conditions 
to be satisfied at the surface of the cylinder. The general considerations of 
Section 8.2 still apply, except that the transverse behavior of the fields is 
governed by two equations like (8.19), one for inside the cylinder and one 
for outside : 

INSIDE 

(8.98) 

"' Note that this factor varies by only 30 per cent as the cylinder geometry is changed 
from d/R ► I to d/R <{ 1. 
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OUTSIDE 

(8.99) 

Both dielectric (µi, e1) and surrounding medium (µ0, e0) are assumed to be 
uniform and isotropic in their properties. The axial propagation constant 
k must be the same inside and outside the cylinder in order to satisfy 
boundary conditions at all points on the surface at all times. 

In the usual way, inside the dielectric cylinder the transverse Laplacian 
of the fields must be negative so that the constant 

(8.100) 

is pos1t1ve. Outside the cylinder, however, the requirement of no transverse 
flow of energy demands that the fields fall off exponentially. (There is no 
TEM mode for a dielectric guide.) Consequently, the quantity in (8.99) 
equivalent to y2 must be negative. Therefore we define a quantity {32: 

2 
R2 k2 W 
p = -~Eo­

c2 
(8.101) 

and demand that acceptable wave guide solutions have {32 positive(~ real). 
The oscillatory solutions (inside) must be matched to the exponential 

solutions (outside) at the boundary of the dielectric cylinder. The 
boundary conditions are continuity of normal Band D and tangential E 
and H, rather than the vanishing of normal B and tangential E (8.25) 
appropriate for hollow conductors. Because of the more involved 
boundary conditions the types of fields do not separate into TE and TM 
modes, except in special circumstances such as azimuthal symmetry in 

y 

z 
Fig. 8,9 Section of dielectric wave 

guide. 
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circular cylinders, to be discussed below. In genera], axial components 
of both E and B exist. Such waves are sometimes designated as HE 
modes. 

To illustrate some of the features of the dielectric wave guide we consider 
a circular cylinder of radius a consisting of nonpermeable dielectric with 
dielectric constant e1 in an external nonpermeable medium with dielectric 
constant e0. As a simplifying assumption we take the fields to have no 
azimuthal variation. Then in cylindrical coordinates the radial equations 
for Ez or Bz are Bessel's equations: 

( d2 1 d ) - + - - + y2 1P = 0, 
dp2 p dp 

( d2 1 d ) - + - - - f J2 1P = 0, 
dp2 p dp 

p>a 

(8.102) 

The solution, satisfying the requirements of finiteness at the origin and at 
infinity, is found from Section 3.6 to be: 

P < a} 
p>a 

(8.103) 

The other components of E and B can be found from (8.24) when the 
relative amounts of E-z and Bz are known. With no cp dependence to the 
fields, (8.24) reduces to 

INSIDE 

B = ikoBz 
/J 2 '.:I , 

Y up 

(0 

E,,.. = --B .,, ck P' 

Bq, = iE1W OE:;; 
y2c ap 

EP = ck B4> 
E1W 

(8.104) 

and similar expressions for p > a. The fact that the fields arrange them­
selves in two groups, (BP, E"') depending on Bz, and (B.,,, EP) depending on 
Ez, suggests that we attempt to obtain solutions of the TE or TM type, as 
for the metal wave guides. For the TE modes, the fields are explicitly 

Bz = Jo(yp) 

ik 
BP = - ~ Ji(yp) 

y 
iw 

E"' = -Ji(yp) 
cy 

(8.105) 
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Bz = AKo({3p) 

B = ikA K (/3 ) 
p /3 1 p p>a 

iwA 
E,,, = - - Ki({Jp) 

cfJ 

(8.106) 

These fields must satisfy the standard boundary conditions at p = a. This 
leads to the two conditions, 

AKo(f3a) = Jo(ya)} 

A J ( ) (8.107) 
- - K 1({Ja) = 1 ya 

/3 y 

Upon elimination of the constant A we obtain the determining equations 
for y, {J, and therefore k: 

Ji(ya) + Ki({Ja) = 0 
yJ0(ya) {JKo({Ja) 

and, from (8.100) and (8.101), 
2 

"/2 + /32 = ( €1 - Eo) W 
c2 

(8.108) 

The general behavior of the two parts of the first equation in (8.108) is 
shown in Fig. 8.10a. Figure 8.10b shows the two curves superposed 

(a) 

I 

I 

I 
I 
I 

I 

I 

I 
I 

I-ya-

(b) 

(-ya)max,;,;: 

-VEl-f:O '.i: 
I 

1'Y<i­

l 
I 

l 
I 

I 

I 

Fig. 8.10 Graphical determination of the axial propagation constant for a 
dielectric wave guide. 
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according to the second equation in (8.108). The frequency is assumed to 
be high enough that two modes, marked by the circles at the intersections 
of the two curves, exist. The vertical asymptotes are given by the roots of 
J0(x) = 0. If the maximum value of ya is smaller than the first root 
(Xo1 = 2.405), there can be no intersection of the two curves for real /J. 
Hence the lowest "cutoff'' frequency for TEo,n waves is given by 

Wo1 = 2.405c (8.109) 
✓E1 - e:oa 

At this frequency {32 = 0, but the axial wave number k is still real and 
equal to its free-space value V e0w/c. Immediately below this "cutoff'' 
frequency, the system no longer acts as a guide but as an antenna, with 
energy being radiated radially. For frequencies well above cutoff, fJ and 
k are of the same order of magnitude and are large compared to y provided 
e:1 and e0 are not nearly equal. 

For TM modes, the first equation in (8. 108) is replaced by 

Ji(ya) + E'o K1(Pa) = 0 (8.110) 
yJo(ya) e1 fJKo(f3a) 

It is evident that all the qualitative features shown in Fig. 8.10 are retained 
for the TM waves. The lowest ~~cutoff" frequency for ™o.n waves is 
clearly the same as for TEo,n waves. For e1 ~ e0, provided the maximum 
value of ya does not fall very near one of the roots of J0(x) = 0, (8.110) 
shows that the propagation constants are determined by Ji(ya) ,..._, 0. This 
is just the determining equation for TE waves in a metallic wave guide. 
The reason for the equivalence of the TM modes in a dielectric guide and 
the TE modes in a hollow metallic guide can be traced to the symmetry 
of Maxwell's equations under the interchange of E and B (with appro-
priate sign changes and factors of "VµE ), plus the correspondence between 
the vanishing of normal B at the metallic surface and the almost vanishing 
of normal Eat the dielectric surface (due to continuity of normal D with 

El ► Eo). 
If e1 ► e0, then from (8.100) and (8.10 I) it is clear that the outside decay 

constant {3 is much larger than y, except near cutoff. This means that the 
fields do not extend appreciably outside the dielectric cylinder. Figure 
8.11 shows qualitatively the behavior of the fields for the TE0,1 mode. The 
other modes behave similarly. As mentioned earlier, modes with azimuthal 
dependence to the fields have longitudinal components of both E and B. 
Although the mathematics is somewhat more involved (see Problem 8.6), 
the qualitative features of propagation-short wavelength along the 
cylinder, rapid decrease of fields outside the cylinder, etc.-are the same 
as for the circularly symmetric modes. 
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Fig. 8.11 Radial variation of 
fields ofTE0,1 mode in dielectric 
guide. For E1 ► E"o, the fields 
are confined mostly inside the 

dielectric. 

Dielectric wave guides have not been used for microwave propagation, 
except for special applications. One reason is that it is difficult to obtain 
suitable dielectrics with sufficiently low losses at microwave frequencies. 
In a recent application at optical frequencies very fine dielectric filaments, 
each coated with a thin layer of material of much lower index of refraction, 
are closely bundled together to form image-transfer devices.* The 
filaments are sufficiently small in diameter(,_, 10 microns) that wave-guide 
concepts are useful, even though the propagation is usually a mixture of 
several modes. 

REFERENCES AND SUGGESTED READING 

Wave guides and resonant cavities are dealt with in numerous electrical and communi­
cations engineering books. Among the physics textbooks which discuss guides, trans­
mission lines, and cavities are 

Panofsky and Phillips, Chapter 12, 
Slater, 
Sommerfeld, Electrodynamics, Sections 22-25, 
Stratton, Sections 9.18-9.22. 

The mathematical tools for the discussion of these boundary-value problems are 
presented by 

Morse and Feshbach, especially Chapter 13. 
Information on special functions may be found in the ever-reliable 

Magnus and Oberhettinger. 
Numerical values of Bessel functions are given by 

Jahnke and Emde, 
Watson. 

PROBLEMS 

8.1 A transmission line consisting of two concentric circular cylinders of metal 
with conductivity a and skin depth £5, as shown on p. 265, is filled with a 

* B. O'Brien, Physics Today, 13, 52 (1960). 
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uniform lossless dielectric (ft, E). A TEM mode is propagated along this line. 
(a) Show that the time-averaged power flow along the line is 

P = [;7T]J~7Ta2 IH0i2 ln (t) 
where H 0 is the peak value of the azimuthal magnetic field at the surface of 
the inner conductor. 

(b) Show that the transmitted power is attenuated along the line as 

P(z) = P0e-2vz 
where 

(c) The characteristic impedance Z 0 of the line is defined as the ratio of 
the voltage between the cylinders to the axial current flowing in one of them 
at any position z. Show that for this line 

(d) Show that the series resistance and inductance per unit length of the 
line are 

R = _1_(I + !) 
27Tab a b 

where /le is the permeability of the conductor. The correction to the 
inductance comes from the penetration of the flux into the conductors by a 
distance of order o. 

8.2 A transmission line consists of two identical thin strips of metal, shown in 
cross section on p. 266. Assuming that b ► a, discuss the propagation 



266 Classical Electrodynamics 

of a TEM mode on this line, repeating the derivations of Problem 8.1. 
Show that 

y = [.!._]_1 ~ 
4-n- aar5,,J µ 

Zo = [~]A(i) 
1 

R = 2at5b 

I 
I I 

--+j a~ 

b 

where the symbols have the same meanings as in Problem 8.1. 
8.3 Transverse electric and magnetic waves are propagated along a hollow, 

right circular cylinder of brass with inner radius R. 
(a) Find the cutoff frequencies of the various TE and TM modes. Deter­

mine numerically the lowest cutoff frequency (the dominant mode) in terms 
of the tube radius and the ratio of cutoff frequencies of the next four higher 
modes to that of the dominant mode. 

(b) Calculate the attenuation constant of the wave guide as a function of 
frequency for the Jowest two modes and plot it as a function of frequency. 

8.4 A wave guide is constructed so that the cross section of the guide forms a 
right triangle with sides of length a, a, -V2a, as shown on p. 267. The 
medium inside has µ = e = I. 
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(a) Assuming infinite conductivity for the walls, determine the possible 
modes of propagation and their cutoff frequencies. 

I I 
floE-<'--- a---'> ... 1 

(b) For the lowest modes of each type calculate the attenuation constant, 
assuming that the walls have large, but finite, conductivity. Compare the 
result with that for a square guide of side a made from the same material. 

8.5 A resonant cavity of copper consists of a hollow, right circular cylinder of 
inner radius R and length L, with flat end faces. 

(a) Determine the resonant frequencies of the cavity for aU types of 
waves. With (cf Vp,eR) as a unit of frequency, plot the lowest four resonant 
frequencies of each type as a function of R/L for O < R/L < 2. Does the 
same mode have the lowest frequency for all R/L? 

(b) If R = 2 cm, L = 3 cm, and the cavity is made of pure copper, what 
is the numerical value of Q for the lowest resonant mode? 

8.6 A right circular cylinder of non permeable dielectric with dielectric constant E 

and radius a serves as a dielectric wave guide in vacuum. 
(a) Discuss the propagation of waves along such a guide, assuming that 

the azimuthal variation of the fields is eimt/,. 

(b) Form = ±l, determine the mode with the lowest cutoff frequency 
and discuss the properties of its fields (cutoff frequency, spatial variation, 
etc.), assuming that e ► 1. 
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Simple Radiating Systerns 
and Diffraction 

In Chapters 7 and 8 we have discussed the properties of electro­
magnetic waves and their propagation in both bounded and unbounded 
geometries. But nothing has been said about how to produce these waves. 
In the present chapter we remedy this omission to some extent by pre­
senting a discussion of radiation by a localized oscillating system of 
charges and currents. The treatment is straightforward, with little in the 
way of elegant forma]ism. It is by its nature restricted to rather simple 
radiating systems. A more systematic approach to radiation by localized 
distributions of charge and current is left to Chapter 16, where multipole 
fields are discussed. 

The second half of the chapter is devoted to the subject of diffraction. 
Since the customary scalar Kirchhoff theory is discussed in many books, 
the emphasis has been placed on the vector properties of the electro­
magnetic field in diffraction. 

9.1 Fields and Radiation of a Localized Oscillating Source 

For a system of charges and currents varying in time we can make a 
Fourier analysis of the time dependence and handle each Fourier com­
ponent separately. We therefore lose no generality by considering the 
potentials, fields, and radiation from a localized system of charges and 
currents which vary sinusoidally in time: 

p(x, t) = p(x)e-i.wt) 

J(x, t) = J(x)e-uot 
268 

(9.1) 
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As usual, the real part of such expressions is to be taken to obtain physical 
quantities. The electromagnetic potentials and fields are assumed to have 
the same time dependence. 

It was shown in Chapter 6 that the solution for the vector potential 
A(x, t) in the Lorentz gauge is 

A(x, t) = !fd3x'fdt' J(x', t') t5(t' + Ix - x'I - t) (9.2) 
c Ix - x'I c 

provided no boundary surfaces are present. The Dirac delta function 
assures the causal behavior of the fields. With the sinusoidal time 
dependence (9.1), the solution for A becomes 

1 I eiklx-x'I 
A(x) = - J(x') , d3x' 

c Ix - x I 
(9.3) 

where k = w/c is the wave number, and a sinusoidal time dependence is 
understood. The magnetic induction is given by 

(9.4) 

while, outside the source, the electric field is 

(9.5) 

Given a current distribution J(x'), the fields can, in principle at least, be 
determined by calculating the integral in (9 .3). We will consider one or 
two examples of direct integration of the source integral in Section 9.4. 
But at present we wish to establish certain simple, but general, properties 
of the fields in the limit that the source of current is confined to a small 
region, very small in fact compared to a wavelength. If the source 
dimensions are of order d and the wavelength is A = 2'11'c/w, and if d "¾ A, 
then there are three spatial regions of interest: 

The near (static) zone: 

The intermediate (induction) zone: 

The far (radiation) zone: 

d"¾r~Ji. 

d"¾r,_,il 

d"¾A~r 

We will see that the fields have very different properties in the different 
zones. In the near zone the fields have the character of static fie]ds with 
radial components and variation with distance which depends in detail on 
the properties of the source. In the far zone, on the other hand, the fields 
are transverse to the radius vector and fall off as ,-1, typical of radiation 
fields. 
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For the near zone where r << A ( or kr << l) the exponential in (9.3) can 
be replaced by unity. Then the vector potential is of the form already 
considered in Chapter 5. The inverse distance can be expanded usmg 
(3.70), with the result, 

lim A(x) = !. 2 41r Yi~:~· c/,)f J(x')r' 1Y;!:i((f, q/) d3x' (9.6) 
kr➔ O c i,m2l + 1 r 

This shows that the near fields are quasi-stationary, oscillating har­
monically as e-iwt, but otherwise static in character. 

In the far zone (kr » I) the exponential in (9.3) oscillates rapidly and 
determines the behavior of the vector potential. In this region it is 
sufficient to approximate 

Ix - x'l ~ r - n • x' (9.7) 

where n is a unit vector in the direction of x. Furthermore, if only the 
leading term in kr is desired, the inverse distance in (9.3) can be replaced 
by r. Then the vector potential is 

limA(x) = ikrIJ(x1)e-ikn,x d3x'. (9.8) 
kr➔ oo er 

This demonstrates that in the far zone the vector potential behaves as an 
outgoing spherical wave. It is easy to show that the fields calculated 
from (9.4) and (9.5) are transverse to the radius vector and fall off as ,-1. 

They thus correspond to radiation fields. If the source dimensions are 
small compared to a wavelength it is appropriate to expand the integral in 
(9.8) in powers of k: eikr (- 'k)nf 

lim A(x) = - ! 1 J(x')(n • x'Y, d3x' (9.9) 
kr➔ oo CT n n ! 

The magnitude of the. nth term is given by 

~ IJ(x')(kn • x1r d 3x1 

n! 
(9.10) 

Since the order of magnitude of x' is d and kd is small compared to unity 
by assumption, the successive terms in the expansion of A evidently fall 
off rapidly with n. Consequently the radiation emitted from the source 
will come mainly from the first nonvanishing term in the expansion (9.9). 
We will examine the first few of these in the following sections. 

In the intermediate or induction zone the two alternative approxi­
mations leading to (9.6) and (9.8) cannot be made; all powers of kr must 
be retained. Without marshalling the full apparatus of vector mu.ltipole 
fields, described in Chapter 16, we can abstract enough for our immediate 
purpose. The key result is the exact expansion (16.22) for the Green's 
function appearing in (9.3). For points outside the source (9.3) then 
becomes 

A(x) = 41rik L h}1\kr)Yzm(0, tp) f J(x')ji(kr1)¥z!(O', <fo') d3x' (9.11) 
C i,m 
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If the source dimensions are small compared to a wavelength, Jz(kr1) can 
be approximated by (16.12). Then the result for the vector potential is of 
the form of (9.6), but with the replacement, 

1 ikr 

- - _e - (1 + a1(ikr) + a2(ikr)2 + · · · + az(ikr/) (9.12) 
rz+t rr+t 

The numerical coefficients ai come from the explicit expressions for the 
spherical Hankel functions. The right hand side of (9.12) shows the 
transition from the static-zone result (9.6) for kr << I to the radiation-zone 
form (9.9) for kr >> l. 

9.2 Electric Dipole Fields and Radiation 

If only the first term in (9.9) is kept, the vector potential is 
eikrf A(x) = -· J(x') d3x' 
er 

(9.13) 

Examination of (9.11) and (9.12) shows that (9.13) is the I= 0 part of 
the series and that it is valid everywhere outside the source, not just in the 
far zone. The integral can be put in more familiar terms by an integration 
by parts: 

J J d3x' = - I x'(V' • J) d3 ~' = - iw Ix' p(x') d3x' 

from the continuity equation, 

iwp = V • J 
Thus the vector potential is .k 

ei r 
A(x) = -ikp-

where r 

p = J x' p(x') <f x' 

is the electric dipole moment, as defined in electrostatics by (4.8). 
The electric dipole fields from (9.4) and (9.5) are 

eikr ( 1 ) B = k2(n x p)- 1 - -. -
r ikr 

(9.14) 

(9.15) 

(9.16) 

(9.17) 

(9.18) 

We note that the magnetic induction is transverse to the radius vector at 
all distances, but that the electric field has components parallel and perpen­
dicular to n. 

ln the radiation zone the fields take on)te) limiting forms, 

B = k2(n x p)-; 

E=Bxn 
showing the typical behavior of radiation fields. 

(9.19) 
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In the near zone, on the other hand, the fields approach 

B = ik(n x p) _!_ 
r2 

E = [3n(n • p) - p] ..!_ 
r3 

(9.20) 

The electric field, apart from its oscillations in time, is just the static 
electric dipole field (4.13). The magnetic induction is a factor (kr) smaller 
than the electric field in the region where kr < I. Thus the fields in the 
near zone are dominantly electric in nature. The magnetic induction 
vanishes, of course, in the static limit k - 0. Then the near zone extends 
to infinity. 

The time-averaged power radiated per unit solid angle by the oscillating 
dipole moment p is 

dP C - = - Re [r2n • E x B*] 
dfl 81r 

where E and B are given by (9.19). Thus we find 

dP C - = - k4ln x (n x p)\2 
d!l 81r 

(9.21) 

(9.22) 

The state of polarization of the radiation is given by the vector inside the 
absolute value signs. If the components of p all have the same phase, the 
angular distribution is a typical dipole pattern, 

dP = ~ k4IPl 2 sin2 0 
an &1r 

(9.23) 

where the angle () is measured from the direction of p. The total power 
radiated is 

p = ck4 IPl2 
3 

(9.24) 

A simple example of an electric dipole radiator is a centerfed, linear 
antenna whose length dis smal1 compared to a wavelength. The antenna 
is assumed to be oriented along the z axis, extending from z = (d/2) to 
z = -(d/2) with a narrow gap at the center for purposes of excitation, as 
shown in Fig. 9 .1. The current is in the same direction in each half of the 
antenna, having a value / 0 at the gap and falling approximately linearly to 
zero at the encts : 

(9.25) 



[Sect. 9.3] Simple Radiating Systems and Diffraction 

d 2----

z 

273 

n 

i 
I 

I 
I l"tc::------,-1---Y 

,I.. '- I .,, ---...._ I 

"---....1 
Fig. 9.1 Short, center-fed, linear antenna. x 

From the continuity equation (9.15) the linear-charge density p' (charge 
per unit length) is constant along each arm of the antenna, with the value, 

'()-±2il0 p z - -
wd 

(9.26) 

the upper (lower) sign being appropriate for positive (negative) values of z. 
The dipole moment (9.17) is parallel to the z axis and has the magnitude 

J(d/2) if d 
p = zp'(z) dz = - 0 

-(rJ/2) 2w 

The angular distribution of radiated power is 

dP = 102 (kd)2 sin2 fJ 
dD. 321rc 

while the total power radiated is 
I 2(kd)2 

P=-o_._ 
12c 

(9.27) 

(9.28) 

(9.29) 

We see that for a fixed input current the power radiated increases as the 
square of the frequency, at least in the long-wavelength domain where 
kd ~1. 

9.3 Magnetic Dipole and Electric Quadrupole Fields 
The next term in expansion (9.9) leads to a vector potential, 

ikr (1 ) f A(x) = - - - ik J(x')(n • x') d3x' 
er r . 

(9.30) 

where we have included the correct terms from (9.12) in order 
to make (9.30) valid everywhere outside the source. This vector 
potential can be written as the sum of two terms, one of which 
gives a transverse magnetic induction and the other of which gives a 
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transverse electric field. These physically distinct contributions can be 
separated by writing the integrand in (9.30) as the sum of a part symmetric 
in J and x' and a part that is antisymmetric. Thus 

l 1 1 
- (n • x')J = - [(n • x')J + (n • J)x'] + - (x' x J) x n 
c 2c 2c 

(9.31) 

The second, antisymmetric part is recognizable as the magnetization due 
to the current J: 

1 
Af = -(x X J) 

2c 
(9.32) 

The first, symmetric term will be shown to be related to the electric 
quadrupole moment density. 

Considering only the magnetization term, we have the vector potential, 

eikr( 1 ) A(x) = ik(n x m)- 1 - -. 
r zkr 

(9.33) 

where m is the magnetic dipole moment, 

(9.34) 

The fields can be determined by noting that the vector potential (9.33) is 
proportional to the magnetic induction (9.18) for an electric dipole. This 
means that the magnetic induction for the present magnetic dipole source 
will be equal to the electric field for the electric dipole, with the substitution 
p ~ m. Th us we find 

eikr ( 1 ik) B = k2(n x m) x n - + [3n(n • m) - m J 3 - 2 eikr (9.35) 
r r r 

Similarly, the electric field for a magnetic dipole source is the negative of 
the magnetic field for an electric dipole: 

ikr( 1 ) E = -k2(n x m) - 1 - -. 
r 1kr 

(9.36) 

All the arguments concerning the behavior of the fields in the near and 
far zones are the same as for the electric dipole source, with the inter~ 
changes E ---+ B, B---+ - E, p ---+ m. Similarly the radiation pattern and 
total power radiated are the same for the two kinds of dipole. The only 
difference in the radiation fields is in the polarization. For an electric 
dipole the electric vector lies in the plane defined by n and p, while for a 
magnetic dipole it is perpendicular to the plane defined by n and m. 
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The integral of the symmetric term in (9.31) can be transformed by an 
integration by parts and some rearrangement: 

_!_ f [(n • x')J + (n • J)x'] d 3::c' = - ikf x'(n • x')p(x') d3x' (9.37) 
2c 2 

The continuity equation (9.15) has been used to replace V • J by imp. 
Since the integral involves second moments of the charge density, this 
symmetric part corresponds to an electric quadrupole source. The vector 
potential is 

A(x) = - ~2 e~r ( 1 - i~J f x'(n • x')p(x') d3x' (9.38) 

The complete fields are somewhat complicated to write down. We will 
content ourselves with the fields in the radiation zone. Then it is easy to 
see that 

B = ikn x A l 
E = ik(n x A) x n j 

Consequently the magnetic induction is 

ik3 eikrf 
B = - 2 -; (n x x')(n • x')p(x') d3x' 

With definition (4.9) for the quadrupole moment tensor, 

QctP = f (3xctxP - r2oa11)p(x) d3x 

the integral in (9.40) can be written 

n x f x'(n • x')p(x') tFx' = ½n x Q(n) 

The vector Q(n) is defined as having components, 

(9.39) 

(9.40) 

(9.41) 

(9.42) 

Q/Z = I Q(l/ln/l (9.43) 
p 

We note that it depends in magnitude and direction on the direction of 
observation as well as on the properties of the source. With these defi­
nitions we have the magnetic induction, 

ik3 ikr 
B = - - - n x Q(n) 

6 r 

and the time-averaged power radiated per unit solid angle, 

dP = _c_· k6 In x Q(n)l 2 

dD. 2881r 

(9.44) 

(9.45) 



276 Classical Electrodynamics 

The general angular distribution is complicated. But the total power 
radiated can be calculated in a straightforward way. With the definition of 
Q(n) we can write the angular dependence as 

In x Q(n)l2 = Q* • Q - In • Ql 2 

(9.46) 

The necessary angular integrals over products of the rectangular com­
ponents of n are readily found to be 

f npn 1 dD. = 4;' ~Pr 

(9.47) 

f In x Q(n)l2 d!.l = 47r( ½ ?,; I Q.812 - , 1, [ ~ Q.::, f Q,, + 2 ~ IQ.,,12] J 

(9.48) 

Since QrxfJ is a tensor whose main diagonal sum is zero, the first term in the 
square brackets vanishes identically. Thus we obtain the final result for 
the total power radiated by a quadrupole source: 

P - ck6"" IQ 12 
- 360 L, «P 

«,P 
(9.49) 

The radiated power varies as the sixth power of the frequency for fixed 
quadrupole moments, compared to the fourth power for dipole radiation. 

A simple example of a radiating quadrupole source is an oscillating 
spheroidal distribution of charge. The off-diagonal elements of QrxfJ vanish. 
The diagonal elements may be written 

Qaa = Qo, Qu = Q22 = -½Qo (9.50) 

Then the angular distribution of radiated power is 

dP ck6 . - = -- Q 2 sm2 () cos2 0 
dD. 1281r 0 

(9.51) 

This is a four-lobed pattern, as shown in Fig. 9.2, with maxima at (J = 1r/4 
and 31r/4. The total power radiated by this quadrupole is 

ck6Q 2 
p = 0 

240 
(9.52) 
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z 

Fig. 9.2 Quadrupole radiation pattern. 

The labor involved in manipulating higher terms in expansion (9.9) of 
the vector potential (9 .8) becomes increasingly prohibitive as the expansion 
is extended beyond the electric quadrupole terms. Another disadvantage 
of the present approach is that physically distinct fields such as those of the 
magnetic dipole and the electric quadrupole must be disentangled from 
the separate terms in (9.9). Finally~ the present technique is useful only in 
the long-wavelength limit. A systematic development of multipole radia­
tion is given in Chapter 16. It involves a fairly elaborate mathematical 
apparatus, but the price paid is worth while. The treatment allows all 
multipole orders to be handled in the same way; the results are valid for 
all wavelengths; the physically different electric and magnetic multi poles 
are clearly separated from the beginning. 

9.4 Center-fed Linear Antenna 

For certain radiating systems the geometry of current flow is sufficiently 
simple that integral (9.3) for the vector potential can be found in relatively 
simple, closed form. As an example of such a system we consider a thin, 
linear antenna of length d which is excited across a small gap at its mid­
point. The antenna is assumed to be oriented along the z axis with its gap 
at the origin, as indicated in Fig. 9.3. If damping due to the emission of 
radiation is neglected, the current along the antenna can be taken as 
sinusoidal in time and space with wave number k = w/c, and is symmetric 
on the two arms of the antenna. The current vanishes at the ends of the 
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antenna. Hence the current density can be written 

J(x) = [sin(~ - klzl)o(x) o(y)E3 (9.53) 

for lzl < (d/2). The delta functions assure that the current flows only 
along the z axis. I is the peak value of the current if kd > '11'. The current 
at the gap is 10 = I sin (kd/2). 

With the current density (9.53) the vector potential is in the z direction 
and in the radiation zone has the form [from (9.7)]: 

A( ) J ikrf (d/2 ) • (kd k [ [) -ikz cos O d x=E3 - sm-- ze z 
er -(d/2) 2 

(9.54) 

The result of straightforward integration is 

A(x) = Ea 21eikr[cos (¥ cos 0) - cos (¥)j 
ckr sin2 () 

(9.55) 

Since the magnetic induction in the radiation zone is given by B = 
ikn x A, its magnitude is IBI = k sin 0 JA3 J. Thus the time-averaged power 
radiated per unit solid angle is 

dP 12 cos (k; cos fJ) - cos (k:) 2 

-=-
dQ 27rC sin () 

(9.56) 

The electric vector is in the direction of the component of A perpendicular 
to n. Consequently the polarization of the radiation lies in the plane 
containing the antenna and the radius vector to the observation point. 

X 

z 

d 2----

-1----
Fig. 9.3 Center-fed, linear antenna. 
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The angular distribution (9.56) depends on the value of kd. In the 
long-wavelength limit (kd ~ 1) it is easy to show that it reduces to the 
dipole result (9.28). For the special values kd = TT (2TT), corresponding to 
a half (two halves) of a wavelength of current oscillation along the antenna, 
the angular distributions are 

cos2 (~ cos O) 
kd = n 

dP J2 sin2 0 
-=- (9.57) dQ 21rc 

4 cos4 ( ~ cos 8) 
kd= 21r 

sin2 0 

These angular distributions are shown in Chapter 16 in Fig. 16.4, where 
they are compared to multipole expansions. The half-wave antenna 
distribution is seen to be quite similar to a simple dipole pattern, but the 
full-wave antenna has a considerably sharper distribution. 

The full-wave antenna distribution can be thought of as due to the 
coherent superposition of the fields of two half-wave antennas, one above 
the other, excited in phase. The intensity at 0 = TT/2, where the waves add 
algebraically, is 4 times that of a half-wave antenna. At angles away from 
0 = 1r/2 the amplitudes tend to interfere, giving the narrower pattern. By 
suitable arrangement of a set of basic antennas, such as the half-wave 
antenna, with the phasing of the currents appropriately chosen, arbitrary 
radiation patterns can be formed by coherent superposition. The interested 
reader should refer to the electrical engineering literature for detailed 
treatments of antenna arrays. 

For the half-wave and full-wave antennas the angular distributions can 
be integrated over angles to give 

} f.2
1T ( 1 - tcos t) dt, kd =tr 

2 L211 ( 1 - tcos t) dt - i f.4ir ( 1 - tcos t) dt, 
C 

(9.58) 

kd = 27T 

The integrals in (9.58) can be expressed in terms of the cosine integral, 

C ·c ) i oo cos t d IX=- --[ 
:,; t 

(9.59) 

as follows: 

r~(1 - cos ') . Jo t dt = ln (yx) - Ci(x) (9.60) 
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where y = 1.781 .. , is Euler's constant. Tables of the cosine integral 
are given by Jahnke and Emde, pp. 6-9. The numerical results for the 
power radiated are 

p = 12 (2.44, 
2c 6.70, 

kd = 7T 

kd = 27T 

(9.61) 

For a given peak current / the full-wave, center-fed antenna radiates 
nearly 3 times as much power as the half-wave antenna. The coefficient 
of /2/2 has the dimensions of a resistance and is caUed the radiation 
resistance Rrad of the antenna. The value in ohms is obtained from (9.61) 
by multiplying the numbers by 30 (actually the multip1ier is the numerical 
value of the velocity of light divided by appropriate powers of 10). Thus 
the half- and full-wave center-fed antennas have radiation resistances of 
73.2 ohms and 201 ohms, respectively. 

The reader should be warned that the idealized problem of an infinitely 
thin, linear antenna with a sinusoidal current distribution is a somewhat 
simplified version of what occurs in practice. Finite lateral dimensions, 
ohmic and radiative losses, nonsinusoidal current distributions, finite gaps 
for excitation, etc., all introduce complications. These problems are 
important in practical applications and are treated in detail in an extensive 
literature on antenna design, to which the interested reader may refer. 

9.5 Kirchhoff's Integral for Diffraction 

The general problem of diffraction involves a wave incident on one or 
more obstacles or apertures in absorbing or conducting surfaces. The 
wave is scattered and perhaps absorbed, leading to radiation propagating 
in directions other than the incident direction. The calculation of the 
radiation emerging from a diffracting system is the aim of a1l diffraction 
theories. The earliest systematic attempt was that of G. Kirchhoff (1882), 
based on the ideas of superposition of elemental wavelets due to Huygens. 
In this section we will discuss Kirchhoff's method and point out some of 
its deficiencies, and in the next section derive vector theorems which 
correspond to the basic sca1ar theorem of Kirchhoff. 

The customary geometrical situation in diffraction js two spatial regions 
I and II separated by a boundary surface S, as shown in Fig. 9.4. For 
example, Smay be an infinite metallic sheet with certain apertures in it. 
The incident wave, generated by sources in region I, approaches S from 
one side and is diffracted at the boundary surface, giving rise to scattered 
waves, one transmitted and one reflected. It is usual to consider only the 
transmitted wave and call its distribution in angle the diffraction pattern 
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Eo, Bo------------ Eo, Bo 

Fig. 9.4 Diffracting system. The surface 
S, with certain apertures in it, gives rise to 
reflected and transmitted fields in regions I 
and II in addition to the fields which would 

be present in the absence of the surface. 

~ 
I 

::::----. ;---= 
s 

of the system. If the incident wave is described by the fields Eo, B0, the 
reflected wave by the fields E,, Br, and the transmitted wave by Et, Bt, 
then the total fields in regions I and II are E = ~ + E8 , B = B0 + B8 , 

where s stands for r or t. The basic problem is to determine (Et, Bt) and 
(Er, Br) from the incident fields (E0 , Bo) and the properties of the boundary 
surface S. To connect the fields in region I with those in region II 
boundary conditions for E and B must be satisfied on S, the form of these 
boundary conditions depending on the properties of S. 

The method of attack used in solving such problems is the Green's 
theorem technique, as applied to the wave equation in Chapter 6. Con­
sider a scalar field v,(x, t) defined on and inside a closed surface S and 
satisfying the source-free wave equation in that region. The field 1f(X~ t) 
can be thought of as a rectangular component of E or B. We proved in 
Chapter 6 that the value of VJ inside S could be written in terms of the value 
of 1P and its normal derivative on the surface as 

'lJ)(x, t) = - - V''I/J(X', t') - ~ 1/J(X', t') - - 1P ' • n da' 1 f 1 [ R R o (x' t')] 
4rr s R R2 cR ot' ret 

(9.62) 

where R = x - x', n is the outwardly directed normal to the surface, and 
ret means evaluated at a time t' = t - (R/c). If a harmonic time depen­
dence e-iwl is assumed, this integral form for 1P(x, t) can be written: 

t f ikR [ ( • )R ] 1/'(x) = - _e -n • V'V' + ik l + _l -11' da' 
41r s R kR R 

(9.63) 

To adapt (9.63) to diffraction problems we consider the closed surface 
S to be made up of two surfaces S1 and S2. Surface S1 will be chosen as a 
convenient one for the particular problem to be solved (e.g., the con­
ducting screen with apertures in it), while surface S2 will be taken as a 
sphere or hemisphere of very large radius (tending to infinity) in region II, 
as shown in Fig. 9.5. Since the fields in region 11 are the transmitted fields 
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which originate from the diffracting region, they will be outgoing waves in 
the neighborhood of S2• This means that the fields, and therefore V'(x), 
will satisfy the radiation condition, 

(9.64) 

With this condition on 1P it can readily be seen that the integral in (9.63) 
over the hemisphere S2 vanishes inversely as the hemisphere radius as that 
radius goes to infinity. Then we obtain the Kirchhoff integral for v,(x) in 
region II: 

1 i eikR [ ( j ) R ] w(x) = - - -- n • V'v, + ik 1 + - - 1P da' 
4rr s1 R kR R 

(9.65) 

where n is now a unit vector normal to S1 and pointing into region II. 
In order to apply the Kirchhoff formula (9.65) to a diffraction problem 

it is necessary to know the values of V' and O'IJ)/on on the surface S1. Unless 
we have already solved the problem exactly, these values are not known. 
If, for example, S1 is a plane, perfectly conducting screen with an opening 
in it and V' represents the component of electric field parallel to S1~ then we 
know that V' vanishes everywhere on S1, except in the opening. But the 
value of V' in the opening is undetermined. Without additional knowledge, 
only approximate solutions can be found by making some assumption 
about 1P and O"ffon on S1. The Kirchhoff approximation consists of the 
assumptions: 

I. y, and O"ff on vanish everywhere on S1 except in the openings. 
2. The values of V' and O"ff on in the openings are equal to the values of 

the incident wave in the absence of any screens or obstacles. 

The standard diffraction calculations of classical optics are all based on the 
Kirchhoff approximation. It should be obvious that the recipe can have 
only very approximate validity. There is a basic mathematical incon­
sistency in the assumptions. It was shown for Laplace's equation (and 
equally well for the Helmholtz wave equation) in Section 1.9 that the 

I 

Sources 

Fig. 9.5 Possible diffraction 
geometries. Region I contains 
the sources of radiation. Region 
II is the diffraction region, where 
the fields satisfy the radiation 

condition. 
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solution inside a closed volume is determined uniquely by specifying 1P 
(Dirichlet boundary condition) or OVJ/on (Neumann boundary condition) 
on the surface. Both 1P and 01/an cannot be given on the surface. The 
Kirchhoff approximation works best in the short-wavelength limit in 
which the diffracting openings have dimensions large compared to a wave­
length. Being a scalar theory, even there it cannot account for details of 
the polarization of the diffracted radiation. In the intermediate- and 
long-wavelength limit, the scalar approximation fails badly, aside from the 
drastic approximations inherent in the basic assumptions listed above. 

Since the diffraction of electromagnetic radiation is a boundary-value 
problem in vector fields, we expect that a considerable improvement can 
be made by developing vector equivalents to the Kirchhoff integral (9.65). 

9.6 Vector Equivalents of Kirchhoff Integral 

To obtain vector equivalents to the Kirchhoff integral (9.63) we first 
note that with the definition, 

1 ikR 
G(x, x') = - - (9.66) 

• 41r R 
the scalar form (9.63) can be written 

'lp(X) = f8[Gn • V''I/J - ?fD • V'GJ da' (9.67) 

By writing down the result (9.67) for each rectangular component of the 
electric or magnetic field and combining them vectorially, we can obtain 
the vector theorem, 

E(x) = f
8

[G(n • V')E - E(n • V'G)] da' (9.68) 

with a corresponding relation for B. This result is not a particularly 
convenient one for calculations. It can be transformed into a more useful 
form by a succession of vector manipulations. First the integrand in 
(9.68) can be written 

[] = (n · V')(GE) - 2E(n • V'G) (9.69) 

Then the vector identities, 

n x (E x V'G) = E(n • V'G) - (n • E)V'G 

V'G x (n x E) = n(E • V'G) - E(n • V'G) } 
can be combined to eliminate the last term in (9.69): 

[] = (n • V')(GE) - n x (E x V'G) - n(E • V'G) 

-(n • E)V'G - (n x E) x V'G 

(9.70) 

(9.71) 
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Now the curl of the product of a vector and a scalar is used to transform 
the second term in (9.71), while the fact that V' • E = 0 is used to re­
express the third term. The result is 

[] = (n • V')(GE) + n x V' x (GE) - nV' • (GE) 

-(n • E)V'G - (n x E) x V'G - Gn x (V' x E) 
(9.72) 

While it may not appear very fruitful to transform the two terms in (9.68) 
into six terms, we will now show that the surface integral of the first three 
terms in (9.72), involving the product (GE), vanishes identically. To do 
this we make use of the following easily proved identities connecting 
surface integrals over a closed surface S to volume integrals over the interior 
of S: 

f 8 A • n da = f v V • A d3x 

f 8 (n x A) da = f v V X A d3x 

L 4>n da = f v Vef, d3x 

(9.73) 

where A and ef, are any well-behaved vector and scalar functions. With 
these identities the surface integral of the first three terms in (9.72) can be 
written 

t[(n • V')(GE) + n x V' x (GE) - nV' • (GE)] da' 

= f v[V'2(GE) + V' x V' x (GE) - V'(V'. (GE))] d3x' (9.74) 

From the expansion, V x V x A = V(V • A) - V2A, it is evident that 
the volume integral vanishes identically.* 

With the surface integral of the first three terms in (9. 72) identically 
zero, the remaining three terms give an alternative form for the vector 
Kirchhoff relation (9.68). From Maxwell's equations we have V x E = 
ikB, so that the final result for the electric field anywhere inside the volume 

* The reader may well be concerned that theorems (9.73) do not apply, since the 
vector function (GE) is singular at the point x' = x. But if the singularity is excluded by 
taking the surface Sas an outer surface S' and a small sphere S" around x' = x, the con­
tribution of the integral over S" can be shown to vanish in the limit, that the radius of 
S" goes to zero. Hence result (9.74) is valid, even though G is singular inside the volume 
of interest. 
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bounded by the surface S is 

E(x) = - f./ik(n x B)G + (n x E) x V'G + (n • E)V'G] da' (9.15) 

The analogous expression for the magnetic induction is 

B(x) = - f .. /-ik(n x E)G + (n x B) x V 1G + (n • B)V'G] da' (9.16) 

In (9.75) and (9.76) the unit vector n is the usual outwardly directed normal 
These integrals have an obvious interpretation in terms of equivalent 
sources of charge and current. The normal component of E in (9.75) is 
evidently an effective surface-charge density. Similarly, according to 
(8.14), the tangential component of magnetic induction (n x B) acts as an 
effective surface current. The other terms (n • B) and (n x E) are effective 
magnetic surface charge and current densities, respectively. 

Vector formulas (9.75) and (9.76) serve as vector equivalents to the 
Huygens-Kirchhoff scalar integral (9.63). If the fields E and Bare assumed 
to obey the radiation condition (9.64) with the added vectorial relationship, 
E = B x (r/r), it is easy to show that the surface integral at infinity 
vanishes. Then, in the notation of Fig. 9.5, the electric field (9.75) is 

E(x) = f [(n x E) x V'G + (n • E)V'G + ik(n x B)G] da' (9.77) 
Js1 

where S1 is the surface appropriate to the diffracting system, and n is now 
directed into the region of interest. 

The vector theorem (9. 77) is a considerable improvement over the 
sca}ar expression (9.65) in that the vector nature of the electromagnetic 
fields is fully included. But to calculate the diffracted fields it is still 
necessary to know the values of E and B on the surface S1. The Kirchhoff 
approximations of the previous section can be applied in the short-wave­
length limit. But the sudden discontinuity of E and B from the unperturbed 
values in the "illuminated" region to zero in the "shadow" region on the 
back side of the diffracting system must be compensated for mathemati­
cally by line currents around the boundaries of the openings.* 

A very convenient formula can be obtained from (9.77) for the special 
case of plane boundary surface S1 . We imagine that the surface S1 

containing the sources in the right-hand side of Fig. 9.5 is changed in 
shape into a large, flat pancake, as shown in Fig. 9.6. The region II of 
"transmitted" fields now becomes two regions, II and II', connected 
together only by an annular opening at infinity. We denote the two sides 

• For a discussion of these line currents, see Stratton, pp. 468-470, and Silver, 
Chapter 5. 
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II' 

E',B' 

da" da' 

Fig. 9.6 

of the disc by S1 and S11
• The unit vectors n and n' = -n are directed into 

regions II and II1, respectively. Our aim is to obtain an integral form for 
the fields in region II in terms of the fields specified on the right-hand 
surface S1. This is analogous to the geometrical situation shown in the 
left side of Fig. 9.5. We do not care about the values of the fields in region 
111. In fact, the hypothetical sources inside the disc will be imagined to be 
such that the fields in region II' give a contribution to the surface integral 
(9. 77) which makes the final expression for the diffracted fields in region II 
especially useful. Once we have obtained the desired result [equation 
(9.82) below] for the fields in region II as an integral over the surface S1, 

we will forget about the manner of derivation and ignore the whole left­
hand side of Fig. 9.6. Our interest is in the diffracted fields in region II 
caused by apertures or obstacles located on the plane surface S1. 

If the fields in regions II and II' are E, Band E', B', respectively, then 
from the figure it is evident that when the thickness of the disc becomes 
vanishingly small, integral (9.77) may be written 

E(x) =i [(n x (E - E')) x V'G + n • (E - E')V'G 
61 

+ ikn x (B - B')G] da' (9.78) 
The field E(x) on the left side is either E or E', depending on where the 
point x lies. But the integral is over the right-hand surface S1 only. 

One of the most common applications is to conducting surfaces with 
apertures in them. The boundary conditions at a perfectly conducting 
surface are n x E = 0, n • B = 0, but n • E =I- 0, n x B =I- 0. In cal­
culating the surface integral in (9.78) it would be desirable to integrate 
only over the apertures in the surface rather than over all of it. The first 
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term in (9.78) exists only in the apertures if the screen is perfectly con­
ducting. Consequently we try to choose the fields in region II' so that the 
other terms vanish everywhere on S1. Evidently we must choose 

(n • E')s~ = (n • E)81 ) 

(n x B')s; = (n x B)81 

(9.79) 

Of course, the fields E', B' must satisfy Maxwell's equations and the 
radiation condition in region II' ifE, B satisfy them in region II. Itis easy 
to show that the required relationship, giving (9. 79) on the surfaces, is 

n x E'(x') = -n x E(x) 

n • E'(x') = n • E(x) 

n x B'(x') = n x B(x) 

n • B'(x') = -n • B(x) 

(9.80) 

where the point x' is the mirror image of x in the plane S1. The fields at 
mirror-image points have the opposite (same) values of tangential and 
outwardly directed normal components of electric field (magnetic 
induction). 

With conditions (9.80) in (9.78) we obtain the simple result for the field 
E(x) in terms of an integral over the plane surface S1 bounding region II,* 

E(x) = 2f (n x E) x V'G da' 
81 

(9.81) 

where (n x E) is the tangential electric field on S1, n is a unit normal 
directed into region II, and G is the Green's function (9.66). Since 
V' = -V when operating on G, (9.81) can be put in the alternate form, 

E(x) = 2V xi n x E(x')G(x, x') da' 
S1 

(9.82) 

For a diffraction system consisting of apertures in a perfectly conducting 
plane screen the integral over S1 may be confined to the apertures only. 
Result (9.81) or (9.82) is exact if the correct tangential component of E 
over the apertures is inserted. In practice, we must make some approxi­
mation as to the form of the aperture field. But, for plane conducting 
screens at least, only the tangential electric field need be approximated 
and the boundary conditions on the screen are correctly satisfied [as can 
be verified explicitly from (9.82)). 

* This form for plane screens was first obtained by W. R. Smythe, Phys. Rev., 72, 
1066 (1947), using an argument based on the fields due to a double current sheet filling 
the apertures, rather than the present Green's-theorem technique. 
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9. 7 Babinet's Principle of Complementary Screens 

Before discussing examples of diffraction we wish to establish a useful 
relation called Babinet's principle. Babinet's principle relates the dif­
fraction fields of one diffracting screen to those of the complementary 
screen. We first discuss the principle in the scalar Kirchhoff approxi­
mation. The diffracting screen is assumed to lie in some surface S which 
divides space into regions I and II in the sense of Section 9.5. The screen 
occupies all of the surface S except for certain apertures. The comple­
mentary screen is that diffracting screen which is obtained by replacing 
the apertures by screen and the screen by apertures. If the surface of the 
original screen is Sa and that of the complementary screen is Sb, then 
Sa + Sb = S, as shown schematically in Fig. 9.7. 

If there are sources inside S (in region I) which give rise to a field '!jJ(x), 
then in the absence of either screen the field 1/-'(x) in region II is given by 
the Kirchhoff integral (9.65) where the surface integral is over the entire 
surface S. With the screen Sa in position, the field '!jJa,(x) in region II is 
given in the Kirchhoff approximation by (9.65) with the source field tp in 
the integrand and the surface integral only over S0 (the apertures). 
Similarly, for the complementary screen SIJ, the field 1.pix) is given in the 
same approximation by a surface integral over Sa. Evidently, then, we 
have the following relation between the diffraction fields "Pa and "Po: 

(9.83) 

This is Babinet's principle as usually formulated in optics. If '1/J represents 
an incident plane wave, for example, Babinet's principle says that the 

Fig. 9.7 A diffraction screen Sa and its 
complementary diffraction screen S&-
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diffraction pattern a way from the incident direction is the same for the 
original screen and its complement. 

The above formulation of Babinet's principle is unsatisfactory in two 
aspects: it is a statement about scalar fields, and it is based on the Kirchhoff 
approximation. The second deficiency can be remedied by defining the 
complementary problem as not only involving complementary screens 
but also involving complementary boundary conditions (Dirichlet versus 
Neumann) for the scalar fields. But since we are interested in the electro­
magnetic field, we will not pursue the scalar problem further. 

A rigorous statement of Babinet's principle for electromagnetic fields 
can be made for a thin, plane, perfectly conducting screen and its comple­
ment. We start by considering certain fields Eo, B0 incident on the screen 
with metallic surface S11 (see Fig. 9. 7) in otherwise empty space. The 
presence of the screen gives rise to transmitted and reflected fields, as 
shown in Fig. 9.4. These transmitted and reflected fields will be denoted 
collectively as scattered fields, E8 , B.0 unless we need to be more specific. For 
a perfectly conducting screen, the surface current K induced by the incident 
fields must be such that at all points on the screen's surface Sa, n x Es = 
-n x E0. For a thin, plane surface, the symmetry of the problem implies 
that the tangential components of scattered magnetic field at the surface 
must be equal and opposite, being given from (5.90) by 

(9.84) 

where n points into the transmitted region II. As a matter of fact, by the 
same arguments that led from (9.79) to (9.80), it can be established that 
at any point x in region II and its mirror-image point x' in region I, the 
scattered fields satisfy the symmetry conditions, 

n x ErCx') = n x Ei{x) 

n • ErCx') = -n • EtCx) 

n x Br(x') = -n x Bt(x) 

n • Br( x') = n • BtC x) 

(9.85) 

It will be noted that these relations differ from those in (9.80) by having 
the signs ofErCx') and Br(x') reversed. As we see from the work of Smythe 
(op. cit., Section 9.6), the fields of (9.80) correspond to a double layer of 
current. The present fields have the symmetries (9.85) appropriate to a 
single, plane, current sheet radiating in both directions. 

An integral expression for the scattered magnetic induction can now be 
written down in terms of the surface current K. Since B is the curl of the 
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vector potential, we have 

Bs = V x 41r f KG da' 
C Jsa 

(9.86) 

where G is the Green's function (9.66), and the integration goes over the 
metallic surface Sa of the screen. If we substitute for K from (9.84), we 
can write the magnetic induction in region II as 

Blx) = 2V x J, n x BtCx')G(x, x') da (9.87) 
Ss 

This result is identical with (9.82) except that 

(1) the roles of E and B have been interchanged, 
(2) the present integration is only over the body of the screen, whereas that 

in (9.82) is only over the apertures, 
(3) the total electric field appears in (9.82), whereas only the scattered 

fields occur in (9.87). 

The comparison of (9.87) with (9.82) forms the basis of Babinet's 
principle. If we write down the result (9.82) for the complement of the 
screen with metallic surface Sa, we have 

E'(x) = 2V xi n x E'(x')G(x, x') da' 
Sa 

(9.88) 

The integration is only over S0 , since that is the aperture in the comple­
mentary screen. The field E' in region II is the sum, 

E' = Eo' + E/ (9.89) 

where Eo' is the incident electric field of the complementary diffraction 
problem, and E/ the corresponding transmitted or diffracted field. 
Evidently the two expressions (9.87) and (9.88) tum into one another under 
the transformation, 

(9.90) 
It is easy to show that the other fields transform at the same time according 
to 

(9.91) 
the sign difference arising from the fact that the fields must represent 
outgoing radiation in both cases. Since we could have started with the 
complementary screen initiaIJy, it is clear that (9.90) and (9.91) must hold 
equally with the primed and unprimed quantities interchanged. Com­
parison of the two sets of expressions shows that the incident fields of the 
original and complementary diffraction problems must be related accord­
ing to Eo' = -Bo, B0' = E0 (9.92) 

The complementary problem involves not only the complementary screen, 
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E 
Fig. 9.8 Equivalent radiators according to Babinet's principle. 

but also a complementary set of incident fields with the roles of E and B 
interchanged. 

The statement of Babinet's principle is therefore as follows: a dif­
fracting system consists of a source producing fields Eo, Bo incident on a 
thin, plane, perfectly conducting screen with certain apertures in it. The 
complementary diffracting system consists of a source producing fields 
Eo' = -B0, B0' = E0 incident on the complementary screen. If the 
transmitted (diffraction) fields on the opposite side of the screens from the 
source are Et, Bt and E/, B/ for the diffracting system and its complement, 
respectively, then they are related by 

Et + B/ = -Eo = -B0' 

Bt - E/ = - B0 = + Eo' } 
These are the vector analogs of the scalar relation (9.83). 

(9.93) 

If a plane wave is incident on the diffracting screen, Babinet's principle 
states that, in directions other than the incident direction, the intensity of 
the diffraction pattern of the screen and its complement will be the same, 
the fields being related by 

Bt = E/ 
} (9.94) 

The polarization of the wave incident on the complementary screen must, 
of course, be rotated according to (9.92). 

The rigorous vector formulation of Babinet's principle is very useful in 
microwave problems. For example, consider a narrow slot cut in an 
infinite, plane, conducting sheet and illuminated with fields that have the 
magnetic induction along the slot and the electric field perpendicular to 
it, as shown in Fig. 9.8. The radiation pattern from the slot will be the 
same as that of a thin linear antenna with its driving electric field along the 
antenna, as considered in Sections 9.2 and 9.4. The polarization of the 
radiation will be opposite for the two systems. Elaboration of these ideas 
makes it possible to design antenna arrays by cutting suitable slots in the 
sides of wave guides.* 

* See, for example, Silver, Chapter 9. 
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9.8 Diffraction by a Circular Aperture 

The subject of diffraction has been extensively studied since Kirchhoff's 
original work, both in optics, where the scalar theory based on (9.65) 
generally suffices, and in microwave generation and transmission, where 
more accurate solutions are needed. There exist specialized treatises 
devoted entirely to the subject of diffraction and scattering. We will 
content ourselves with a few examples to illustrate the use of the scalar 
and vector theorems (9.65) and (9.82) and to compare the accuracy of the 
approximation schemes. 

Historically, diffraction patterns were classed as Fresnel diffraction and 
Fraunhofer diffraction, depending on the distance of the observation point 
from the diffracting system. Genera11y the diffracting system (e.g., an 
aperture in an opaque screen) has dimensions comparable to, or large 
compared to, a wavelength. Then the observation point may be in the 
near zone, less than a wavelength away from the diffracting system. The 
near-zone fields are complicated in structure and of little interest. Points 
many wavelengths away from the diffracting system, but still near the 
system in terms of its own dimensions, are said to lie in the Fresnel zone. 
Further away, at distances large compared to both the dimensions of 
the diffracting system and the wavelength, lies the Fraunhofer zone. The 
Fraunhofer zone corresponds to the radiation zone of Section 9.1. The 
diffraction patterns in the Fresnel and Fraunhofer zones show character­
istic differences which come from the fact that for Fresnel diffraction the 
region of the diffracting system nearest the observation point is of greatest 
importance, whereas for Fraunhofer diffraction the whole diffracting 
system contributes. We will consider only Fraunhofer diffraction, leaving 
examples of Fresnel diffraction to the problems at the end of the chapter. 

If the observation point is far from the diffracting system, expansion 
(9.7) can be used for R = Ix - x'j. Keeping only lowest-order terms in 
(1/kr), the scalar Kirchhoff expression (9.65) becomes 

"J'(x) = _ e ikr [ e-it•x[n. V'1/'(x1) + ik • B1J'(X')] da' (9.95) 
4rrrJs1 

where x' is the coordinate of the element of surface area da', r is the length 
of the vector x from the origin Oto the observation point P, and k = 
k(x/r) is the wave vector in the direction of observation, as indicated in 
Fig. 9.9. For a plane surface the vector expression (9.82) reduces in this 
limit to 

• ikr J, 
E( ) le k E( ') -ik•x' d , x=-xnxxe a 

27Tr S1 

(9.96) 
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Fig. 9.9 

As an example of diffraction we consider a plane wave incident at an 
angle (X on a thin, perfectly conducting screen with a circular hole of radius 
a in it. The polarization vector of the incident wave lies in the plane of 
incidence. Figure 9.10 shows an appropriate system of coordinates. The 
screen lies in the x-y plane with the opening centered at the origin. The 
wave is incident from below, so that the domain z > 0 is the region of 
diffraction fields. The plane of incidence is taken to be the x-z plane. The 
incident wave's electric field, written out explicitly in rectangular com­
ponents, is E E ( • ) ik(cosou: + sin cu:) 

i = o E1 COS CX. - E3 Sln CX. e (9.97) 

In calculating the diffraction field with (9.95) or (9.96) we will make the 
customary approximation that the exact field in the surface integral may 
be replaced by the incident field. For the vector relation (9.96) we need 

( E) E iksin°'x' ( ) n X i z=o = 0£ 2 cos (Xe 9.98 
Then, introducing plane polar coordinates for the integration over the 
opening, we have 

E(x) = iilcrEo cos 0C (k X E2)ia p dp {2" d{J ikp[sinctcos,'l-sintlcos(~-P)] 

27Tr o Jo (9.99) 

where 0, cfa are the spherical angles ofk. Ifwe define the angular function, 

~ = (sin2 () + sin2 oc - 2 sin 0 sin°' cos <f,)½. (9.100) 

Fig. 9.10 Diffraction by a circu­
lar hole of radius a. 

z 
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the angular integral can be transformed into 

_!_ [21r d/3 = _!_ i2ir df)'e-ikp;cos{J' = Jo(kp~) 
21r Jo 211 o 

(9.101) 

Then the radial integral in (9.99) can be done directly. The resulting 
electric field in the vector Kirchhoff approximation is 

ieikr J (ka~) 
E(x) = - a2E0 cos .x(k x e2)--'--1 --

r ka~ 
(9.102) 

The time-averaged diffracted power per unit solid angle is 

dP (ka)2 • 121 (ka ~) 12 
- = P. cos.x --(cos2 </, + cos2 0 sm2 rp) --.c1c..-....-

dQ i 4rr ka~ 
(9.103) 

where 

(9.104) 

is the total power normally incident on the aperture. If the opening is large 
compared to a wavelength (ka ► 1), the factor [2Ji(ka~)/ka~]2 peaks 
sharply to a value of unity at , = 0 and falls rapidly to zero (with small 
secondary maxima) within a region 6., ,-..., (1/ka) on either side of ~ = 0. 
This means that the main part of the wave passes through the opening in 
the manner of geometrical optics; only slight diffraction effects occur. 
For ka ,_, I the Bessel-function varies comparatively slowly in angle; the 
transmitted wave is distributed in directions very different from the 
incident direction. For ka <{ I, the angular distribution is entirely deter­
mined by the factor (k x e2) in (9.102). But in this limit the assumption of 
an unperturbed field in the aperture breaks down badly. 

The total transmitted power can be obtained by integrating (9.103) over 
all angles in the forward hemisphere. The ratio of transmitted power to 
incident power is called the transmission coefficient T: 

cos °'12" f1r/2 I J (ka~) 12 
T =-;;-

0 
drp Jo (cos2 </, + cos2 0 sin2 rp) 1 ~ sin O dO (9.105) 

In the two extreme limits ka ► l and ka <{ 1, the transmission coefficient 
approaches the values, 

r cos cr., 
T-+ ~ l ¼(ka)2 cos oc, 

ka ~ 1 

ka <{ 1 
(9.106) 

The long-wavelength limit (ka <{ 1) is suspect because of our approxi• 
mations, but it shows that the transmission is small for very small holes. 
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For normal incidence ( ex; = 0) the transmission coefficient (9 .105) can be 
written 

T = [ir12 J12(ka sin O)(~ - sin o) d() 
Jo sm0 

(9.107) 

With the help of the integral relations, 

f1rJ2 J n2(z sin 0) ~() =l2z12nCt) dt 
Jo sm 0 o t (9.108) 

J:ir/2 1 i2z 
J n 2(z sin O)sin () d(J = - 12it) dt 

o 2z o 

and the recurrence formulas (3.87) and (3.88), the transmission coefficient 
can be put in the alternative forms, 

T= 

1 <Xl 

1 - - "'l2m+iC2ka) 
ka L 

m=O 

1 J2ka 1 - - Jo(t) dt 
2ka o 

(9.109) 

The transmission coefficient increases more or less monotonically as ka 
increases, with small oscillations superposed. For ka ► 1, the second form 
in (9.109) can be used to obtain an asymptotic expression, 

T::= 1 - - 1- - - 1 
3 sin (2ka - ~) + · · · 

2ka 2✓1r(ka/i 4 
(9.110) 

which exhibits the small oscillations explicitly. These approximate expres­
sions (9.109) and (9.110) for T give the general behavior as a function of 
ka, but are not very accurate. Exact calculations, as well as more accurate 
approximate ones, have been made for the circular opening. These are 
compared with each other in the book by King and Wu (Fig. 41, p.126). 
The correct asymptotic expression does not contain the 1 /2ka term in 
(9.110), and the coefficient of the term in (ka)-¾ is twice as large. 

We now wish to compare our results of the vector Kirchhoff approxi­
mation with the usual scalar theory based on (9.95). For a wave not 
normally incident the question immediately arises as to what to choose for 
the scalar function 1P(x). Perhaps the most consistent assumption is to 
take the magnitude of the electric or magnetic field. Then the diffracted 
intensity is treated consistently as proportional to the absolute square of 
(9.95). If a component of E or B is chosen for "P, we must then decide 
whether to keep or throw away radial components of the diffracted field in 
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calculating the diffracted power. Choosing the magnitude of E for 1P, 
we have, by straightforward calculation with (9.95), 

( ) .k eikr 2E ('cos oc +cos()) Ji(ka~) 
VJX =-i -a o 

r 2 ka~ 
(9.111) 

as the scalar equivalent of(9.102). The power radiated per unit solid angle 
in the scalar Kirchhoff approximation is 

dP '.'.:::'. pi (ka)2 cos a (cos a + cos 0) 2 
I 2Ji(ka~) 1

2 

dQ 41r 2 cos a ka~ 
(9.112) 

where Pi is given by (9.104). 
If we compare the vector Kirchhoff result (9.103) with (9.112), we see 

similarities and differences. Both formulas contain the same ''diffraction" 
distribution factor [J1(ka~)/ka~]2 and the same dependence on wave 
number. But the scalar result has no azimuthal dependence (apart from 
that contained in ,;), whereas the vector expression does. The azimuthal 
variation comes from the polarization properties of the field, and must be 
absent in a scalar approximation. For normal incidence (ix = 0) and 
ka ► 1 the polarization dependence is unimportant. The diffraction is 

---....... 
/ " / \ 

/ -..... 
/ I \ 

/ \ I \ 
I I \ 
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I I \ I 
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./ 'il 

/ 

E✓ B -
(a) (b) 

Fig. 9.11 Fraunhofer diffraction pattern for a circular opening one wavelength in 
diameter in a thin, plane, conducting sheet. The plane wave is incident on the screen 
at 45"'. The solid curves are the vector Kirchhoff approximation, while the dotted curves 
are the scalar approximation. (a) The intensity distribution in the plane of incidence 
(E plane). (b) The intensity distribution (enlarged 2.5 times) perpendicular to the plane 

of incidence (H plane). 
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confined to very small angles in the forward direction. Then both scalar 
and vector approximations reduce to the common expression, 

dP ~ pi (ka)2 I J 1(ka sin 0) 12 

dD. 7T ka sin () 
(9.113) 

The vector and scalar Kirchhoff approximations are compared in Fig. 
9.11 for the angle of incidence equal to 45° and for an aperture one wave­
length in diameter (ka = 7T ). The angular distribution is shown in the plane 
of incidence (containing the electric field vector of the incident wave) and a 
plane perpendicular to it. The solid ( dotted) curve gives the vector (scalar) 
approximation in each case. We see that for ka = 'TT there is a considerable 
disagreement between the two approximations. There is reason to believe 
that the vector Kirchhoff result is close to the correct one, even though the 
approximation breaks down seriously for ka :.;; 1. The vector approxi­
mation and exact calculations for a rectangular opening yield results in 
surprisingly good agreement, even down to ka ,,...._, 1. * 

9.9 Diffraction by Small Apertures 

In the large-aperture or short-wavelength limit we have seen that a 
reasonably good description of the diffracted fields is obtained by approxi­
mating the tangential electric field in the aperture by its unperturbed 
incident value. For longer wavelengths this approximation begins to fail. 
When the apertures have dimensions small compared to a wavelength, an 
entirely different approach is necessary. We will consider a thin, flat, 
perfectly conducting sheet with a small hole in it. The dimensions of the 
hole are assumed to be very small compared to a wavelength of the electro­
magnetic fields which are assumed to exist on one side of the sheet. The 
problem is to calculate the diffracted fields on the other side of the sheet. 
Since the sheet is assumed flat, the simple vector theorem (9.82) is appro­
priate. Evidently the problem is solved if we can determine the electric 
field in the plane of the hole. 

As pointed out by Bethe (1942), the fields in the neighborhood of the 
aperture can be treated by static or quasi-static methods. In the absence 
of the aperture the electromagnetic fields near the conducting plane 
consist of a normal electric field E.i and a tangential magnetic induction 
B0 on one side, and no fields on the other. By "near the conducting plane," 
we mean at distances small compared to a wavelength. If a small hole is 

* See J. A. Stratton and L. J. Chu, Phys. Rev., 56, 99 (1939), for a series of figures 
comparing the vector Kirchhoff approximation with exact calculations by P. M. Morse 
and P. J. Rubenstein, Phys. Rev., 54, 895 (1938). 
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Eo 
----------11----n 

--0 f) 
Fig. 9.12 

now cut in the plane, the fields will be altered and will penetrate through 
the hole to the other side. But far away from the hole (in terms of its 
dimensions), although still "near the conducting plane," the fields will be 
the same as if the hole were not there, namely, normal E0 and tangential 
B0. The electric field lines might appear as shown in Fig. 9.12. Since the 
departures of the fields E and B from their unperturbed values ~ and Bo 
occur only in a region with dimensions small compared to a wavelength, 
the task of determining E or B near the aperture becomes a problem in 
electrostatics or magnetostatics, apart from the overall sinusoidal time 
dependence e-irut_ For the electric field, it is a standard potential problem 
of knowing the "asymptotic" values of E on either side of the perfectly 
conducting sheet which is an equipotential surface. Similarly for the 
magnetic induction, B must be found to yield B0 and zero "asymptotically" 
on either side of the sheet, with no normal component on the surface. Then 
the electric field due to the time variation of B can be calculated and 
combined with the "electrostatic" electric field to give the total electric 
field near the opening. 

For a circular opening of radius a small compared to a wavelength, for 
example, the tangential electric field in the plane of the opening can be 
shown to be 

E p 2ik ( B )✓' 2 2 
tan= Eo--=== + - n X o a - p 

'1T.J a2 - p2 7T 

(9.114) 

where E0 = E0 • n is the magnitude of the normal electric field in the 
absence of the hole, B0 is the tangential magnetic induction in the absence 
of the hole, n is the unit vector normal to the surface and directed into the 
diffraction region [as in (9.82)], and p is the radius vector in the plane 
measured from the center of the opening. With this tangential field deter­
mined in the static limit it is a straightforward matter to determine the 
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diffracted fields and power from (9.82). The calculations for the circular 
opening will be left to the problems at the end of the chapter (Problems 
9.10 and 9.11). 

9.10 Scattering by a Conducting Sphere in the 
Short•Wavelength Limit 

Another type of problem which is essentially diffraction is the scattering 
of waves by an obstacle. We will consider the scattering of a plane 
electromagnetic wave by a perfectly conducting obstacle whose dimensions 
are large compared to a wavelength. For a thin, flat obstacle, the tech­
niques of Section 9.8, perhaps with Babinet's principle, can be used. But 
for other obstacles we base the calculation on vector theorem (9.77) for 
the scattered fields. If we consider only the fields in the radiation zone 
(kr ► 1), the integral (9.77) for the scattered field Es becomes 

Es - ei~r r [(n X Es) X k + (n. Es)k - k(n X Bs)]e-ik,:r' da' 
41Tlr Js1 

(9.115) 

where k is the wave vector of the scattered wave, and S1 is the surface of 
the obstacle. It will be somewhat easier to calculate with the magnetic 
induction B8 = (k x E8)/k: 

Bs- ei~r k xi [en)( Es) X ~ - n X Bs]e-ik-x'da' 
41Tlr s1 k 

(9.116) 

In the absence of knowledge about the correct fields E.~ and B8 on the 
surface of the obstacle, we must make some approximations. If the wave­
length is short compared to the dimensions of the obstacle, the surface 
can be divided approximately into an illuminated region and a shadow 
region.* The boundary between these regions is sharp only in the limit of 
geometrical optics. The transition region can be shown to have a width of 
the order of (2/kR)½R, where R is a typical radius of curvature of the 
surface. Since R is of the order of magnitude of the dimensions of the 
obstacle, the short-wavelength limit will approximately satisfy the geo­
metrical condition. Jn the shadow region the scattered fields on the surface 
must be very nearly equal and opposite to the incident fields. In the 
illuminated region, the scattered tangential electric field and normal 
magnetic induction must be equal and opposite to the corresponding 
incident fields in order to satisfy the boundary conditions on the surface 

* For a very similar treatment of the scattering of a scalar wave by a sphere, see Morse 
and Feshbach, pp. 1551-1555. 
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of the perfectly conducting obstacle. On the other hand, the tangential Bs 
and normal Es in the· illuminated region will be approximately equal to 
the incident values, just as for an infinite, flat, conducting sheet, to the 
extent that the wavelength is small compared to the radius of curvature. 
Thus we obtain the following approximate values for the scattered fields 
on the surface of the obstacle: 

Shadow Region 

Es~ - Ei 
BS ,-...J -Bi 

Illuminated Region 

n X Es= -n X Ei 

n • B = -n • B. s i 

n x Bs,....,, n x Bi 
n •Es,._, n • Ei 

where Ei, Bi are the fields of the incident wave. With these boundary 
values the scattered magnetic induction (9.116) can be written as 

where 

eikr 

B 8 ,._, -- k X (F sh + Fm) 
4-rrir 

F l [k ( E) B ] --ik•:ii:' d , sh = - x n x i + n x i e a 
sh k 

is the integral over the shadow region, and 

Fm = r [~ X (n X Ei) - n X Bi] e -ik•s' da , Jm k 

is the integral over the illuminated region. 
If the incident wave is a plane wave with wave vector ko, 

Elx) = Eo/ko•J: } 

Blx) = ~ x Eix) 

(9.117) 

(9.118) 

(9.119) 

(9.120) 

the integrals over the shadow and iltuminated regions of the obstacle's 
surface are 

Fsh = ! f [(k + ko) x (n x E0) + (n • Eo)k0]/<ko-k)•x' da' 
k Jsh 

Fm = ! r [(k - ko) X (n X Eo) - (n . Eo)ko]/<ko-k)•x' da' 
k Jm 

(9.121) 

These integrals behave very differently as functions of the scattering angle. 
In the short-wavelength limit the magnitudes of k • x' and ko • x' are large 
compared to unity. Thus the exponential factors in (9.121) will oscillate 
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rapidly and cause the integrands to have very small average values except 
in the forward direction where k ,-....; k0. In that direction the second term 
in both F811 and Fm is unimportant, since the scattered field (9.117) is 
proportional to k x F. The behavior of the two contributions is thus 
governed by the first terms in (9.121), at least in the forward direction. We 
see that F611 and Fm are proportional to (k ± ko), respectively; the 
shadow integral will be large and the integral from the illuminated region 
will go to zero. As the scattering angle departs from the forward direction 
the shadow integral will vanish rapidly, both the exponential and the 
vector factor in the integrand having the same tendency. On the other 
hand, the integral from the illuminated region will be small in the forward 
direction and can be expected to be small at all angles, the exponential and 
the vector factor in the integrand having opposite tendencies. The shadow 
integral is evidently the diffraction contribution, while the integral from 
the illuminated region is the reflected wave. 

To proceed much further we must specify the shape of the obstacle. We 
will assume that it is a perfectly conducting sphere of radius a. Since the 
shadow integral is large only in the forward direction, we will evaluate it 
approximately by placing k = k0 everywhere except in the exponential. 
Then, omitting the second term in (9.121) and using spherical coordinates 
on the surface of the sphere, we obtain 

F ,-...J 2E 2J:"12s• d ika(l-eos (J)eos'.Xf2ird~ -ikasin Bsini:t cos(/3-ef,) 
sh - - 0a m rx ot cos ot e ~ e 

0 0 
(9.122) 

The angles 0, <f, and ot, {3 are those of k and n relative to ko- The exponential 
factor involving (1 - cos 0) can be set equal to unity, since at small angles 
its exponent is a factor fJ/2 smaller than the other exponent. The integral 
over /3 is 21rJ0(ka sin 0 sin°'). Hence 

Fsh'""' -411a2E0 i"12Jo(kafJ sin rx)cos ot sin ot dot (9.123) 

where we have approximated sin 0 == 0. The integral over ot is pro­

portional to the integral i"·au xJO(x) dx = ka0 Ji(ka0). Therefore the sl}.adow 
scattering integral is 0 

F '""' 4 2 E 11(ka0) 
sh - - 11 a o 

ka0 
(9.124) 

We see that this is essentially the diffraction field of a circular aperture 
(9.102). 

The integral over the illuminated region, giving the reflected or back­
scattered wave, is somewhat harder to evaluate. We must consider 
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arbitrary scattering angles, since there is no enhancement in the forward 
direction. Then the integral consists of a relatively slowly varying vector 
function of angles times a rapidly varying exponential. As is well known, 
the dominant contribution to such an integral comes from the region of 
integration where the phase of the exponential is stationary. The phase 
factor is 

J(<J., ff) = (ko - k) • x' = ka[(l - cos 0) cos oc - sin() sin rJ. cos (/3 - ¢)] 

(9.125) 
The stationary point is easily shown to be at angles cto, {10, where 

rto=~+~} 

/Jo= ff 
(9.126) 

These angles are evidently just those appropriate for reflection from the 
sphere according to geometrical optics. At this point the unit vector n 
points in the direction of (k - ko). If we expand the phase factor around 
oc = ~. f1 = {30 , we obtain 

f(a, fJ) = -2ka sin~[ 1 - ~ ( x2 + cos2 ~ y2) + • • -] (9.127) 

where x = oc - exo, y = f1 - {10• Then integral (9.121) can be approxi­
mated by evaluating the square bracket at rJ. = ~. f1 = {30 : 

Fm~ a2 sin 0[2(Do • Eo) Do - Eo]e-2ika sin (612) 

X f dx i[kasin{B/2)Jx2J dy ei[kasin(0/2)cos2 {B/2)]y2 ( 9.llS) 

where Do is a unit vector in the direction (k - ko). Provided () is not too 
small, the phase factors oscillate rapidly for large x or y. Hence the 
integration can be extended to ±OJ in each integral without error. Using 
the result, 

we obtain 

Fm f"'J i 27Ta e-2ikasin(tl/Zl2(Do. Eo)Do - Eo] 
k 

(9.129) 

(9.130) 

After some vector algebra the contribution to the scattered field from the 
illuminated part of the sphere can be written 

ikr 
E(lll) _, a E e e-2ikasin (6/2) E 

s --=-- 0~ ill 
2 r 

(9.131) 
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Fig. 9.13 Polarization of reflected 
wave relative to the incident polari­

zation. 

k 
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where the polarization vector Em has a direction defined in Fig. 9.13. If 
the polarization vector of the incident wave E0 makes an angle c5 with the 
normal to the plane containing the wave vectors k and ko, the azimuthal 
angle y of Em, measured from the plane containing k and ko, is given by 
y = (1r/2) - c5. We note that the reflected field (9.131) is constant in 
magnitude as a function of angle, although it has a rapidly varying 
phase. 

The scattered electric field due to the shadow region is, from (9.124) and 
(9.117), 

E (Sh) 'k 2 Ji(ka0) eikr(k X Eo) X k 
8 ::::'.la -

ka(J r k2 
(9.132) 

Comparison of the two contributions to the scattered wave shows that in 
the forward direction the shadow field is larger by a factor ka ► 1. But 
for angles much larger than (J ,_, (1/ka) the shadow field becomes very 
small and the isotropic reflected field dominates. The power scattered per 
unit solid angle can be expressed in the form: 

(ka)2 2Ji(ka0) 2 
0 ~ _!_ 

dPs l"oJ P- 4rr ka0 ka 
dO.- ' 1 1 

(9.133) 

4n-' 
0 ► -

ka 

where Pi= (cE02a2/8) is the incident power per unit area times the pro­
jected area (,ra2) of the sphere. At small angles the scattering is a typical 
diffraction pattern [see (9.113)]. At large angles the scattering is isotropic. 
At intermediate angles the two amplitudes interfere, causing the scattered 
power to have sharp minimum values considerably smaller than the 
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Fig. 9.14 'Diffraction pattern for 
a conducting sphere, showing the 
forward peak due to shadow 
scattering, the isotropic reflected 
contribution, and the interference 

maxima and minima. 

isotropic value at certain angles, as shown in Fig. 9.14. The amount of 
interference depends on the orientation of the incident polarization vector 
relative to the plane of observation containing k and ko- For Ea in this 
plane the interference is much greater than for E0 perpendicular to it.* 

The total power scattered is obtained by integrating over all angles. 
Neglecting the interference terms, the total scattered power is the sum of 
the integrals of the diffraction peak and the isotropic reflected part. The 
integrals are easily shown to be equal in magnitude. Hence 

(9.134) 

We sometimes rephase this result by saying that the effective area of the 
sphere for scattering (its scattering cross section) is 2Tra2• One factor of 
rra2 comes from the direct reflection; the other comes from the diffraction 
scattering which must accompany the formation of a shadow behind the 
obstacle. 

Scattering of electromagnetic waves by a conducting sphere is treated 
by another method, especially in the long-wavelength limit, in Section 16.9. 

REFERENCES AND SUGGESTED READING 

The simple theory of radiation from a localized source distribution is discussed in all 
modern textbooks. Treatments analogous to that given here may be found in 
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* See King and Wu, Appendix, for numerous graphs of scattering by spheres as a 
function of ka. 
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Jordan, 
Kraus, 
Schelkunoff, 
Silver. 

The subject of diffraction has a very extensive literature. A comprehensive treatment 
of both the scalar Kirchhoff and the vector theory, with many examples and excellent 
figures, is given by 

Born and Wolf, Chapters VIII, IX, and XI. 
A more elementary discussion of the scalar theory is found in 

Slater and Frank, Chapters XIII and XlV. 
Mathematical techniques for diffraction problems are discussed by 

Baker and Copson, 
Morse and Feshbach, Chapter 11. 

The vector theorems used in Sections 9.6-9.10 are presented by 
Morse and Feshbach, Chapter 13, 
Silver, Chapter 5, 
Stratton, Sections 8.14 and 8.15. 

A specialized monograph on th.e scattering of electromagnetic waves by obstacles, with. 
an emphasis on useful numerical results, is the book by 

King and Wu. 

PROBLEMS 

9.1 Discuss the power flow and energy content of the complete electric dipole 
fields (9.18) in terms of the complex Poynting's vector S = (c/811)(E x B*) 
and the time-averaged energy density u = (1/lfu.)(E • E* + B • B*). The 
real part of S gives the true, resistive power flow, while the imaginary part 
represents circulating, reactive power. 

(a) Show that the real part of S is in the radial direction and is given by 
r-2 times equation (9.23). 

(b) Show that the imaginary part of S has components in the rand 0 
directions given by 

Im Sr = Bek 5 IPl2 sin2 B 
rrr 

Im S 0 = - c~~ 2 (1 + k2r2) sin 0 cos 0 

Make a sketch to show the direction of circulating power flow by suitably 
oriented arrows, the length of each arrow being proportional to the 
magnitude of Im S at that point. 

(c) Calculate the time-averaged energy density: 

l l3n(n • p) - Pl 2 k 2 In· Pl2 k4 In X Pllt 
u=---~~--+---+----1611" r6 4rrr4 87fr2 

(d) Derive Poynting's theorem for the complex Poynting's vector. To 
what is Im ( V • S) equal ? Verify that this holds true for the results of (b) 
and (c). 
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9.2 A radiating quadrupole consists of a square of side a with charges ±q at 
alternate corners. The square rotates with angular velocity w about an 
axis normal to the plane of the square and through its center. Calculate 
the quadrupole moments. the radiation fields, the angular distribution of 
radiation, and the total radiated power in the long-wavelength approxi­
mation. 

9.3 Two halves of a spherical metallic shell of radius R and infinite conductivity 
are separated by a very small insulating gap. An alternating potential is 
applied between the two halves of the sphere so that the potentials are 
± V cos wt. In the long-wavelength limit, find the radiation fields, the 
angular distribution of radiated power, and the total radiated power from 
the sphere. 

9.4 A thin linear antenna of length dis excited in such a way that the sinusoidal 
current makes a full wavelength of oscillation as shown in the figure. 

----- ..... 
/ ---/ ..... 

(a) Calculate exactly the power radiated per unit solid angle and plot 
the angular distribution of radiation. 

(b) Determine the total power radiated and find a numerical value for 
the radiation resistance. 

9.5 Treat the linear antenna of Problem 9.4 by the long-wavelength multipole 
expansion method. 

(a) Calculate the multipole moments (electric dipole, magnetic dipole, 
and electric quadrupole). 

(b) Compare the angular distribution for the lowest nonvanishing 
multipole with the exact distribution of Problem 9.4. 

(c) Determine the total power radiated for the lowest rnultipole and the 
corresponding radiation resistance. 

9.6 A perfectly conducting flat screen occupies one-half of the x-y plane 
(i.e., x < 0). A plane wave of intensity / 0 and wave number k is incident 
along the z axis from the region z < 0. Discuss the values of the diffracted 
fields in the plane parallel to the x-y plane defined by z = Z > 0. Let the 
coordinates of the observation point be (X, 0, Z). 

(a) Show that, for the usual scalar Kirchhoff approximation and in the 
limit Z ~ X, the diffracted field is 

tp(X, 0, Z) ,-..., J/ieikZ-iwt(l ~ i)J~ f 00 eit2 dt 
2, TT -E 

where ; = (k/2Z)½X. 
(b) Show that the intensity can be written 

I = 111'1 2 = ~0[(Ca) + ½)2 + (S(~) + ½)2] 

where C(t) and S(t) are the so-called Fresnel integrals. Determine the 
asymptotic behavior of I for t large and positive (illuminated region) and ~ 



[Probs. 9] Simple Radiating Systems and Diffraction 307 

large and negative (shadow region). What is the value of I at X = 0? 
Make a sketch of I as a function of X for fixed Z. 

(c) Use the vector formula (9.82) to obtain a result equivalent to that of 
part (a). Compare the two expressions. 

9.7 A linearly polarized plane wave of amplitude £ 0 and wave number k is 
incident on a circular opening of radius a in an otherwise perfectly con­
ducting flat screen. The incident wave vector makes an angle oc with the 
normal to the screen. The polarization vector is perpendicular to the plane 
of incidence. 

(a) Calculate the diffracted fields and the power per unit solid angle 
transmitted through the opening, using the vector Kirchhoff formula 
(9.82) with the assumption that the tangential e]ectric field in the opening 
is the unperturbed incident field. 

(b) Compare your result in part (a) with the standard scalar Kirchhoff 
approximation and with the result in Section 9.8 for the polarization 
vector in the plane of incidence. 

9.8 A rectangular opening with sides of length a and b ~ a defined by 
x = ±(a/2), y = ±(b/2) exists in a flat, perfectly conducting plane sheet 
filling the x-y plane. A plane wave is normally incident with its polarization 
vector, making an ang]e {J with the long edges of the opening. 

(a) Calculate the diffracred fields and power per unit solid angle with the 
vector Kirchhoff relation (9.82), assuming that the tangential electric field 
in the opening is the incident unperturbed field. 

(b) Calculate the corresponding result of the scalar Kirchhoff approxi­
mation. 

(c) For b = a, /J = 45°, ka = 41r, compute the vector and scalar approxi­
mations to the diffracted power per unit solid angle as a function of the 
angle 9 for ef, = 0. Plot a graph showing a comparison between the two 
results. 

9.9 A cylindrical coaxial transmission line of inner radius a and outer radius b 
has its axis along the negative z axis. Both inner and outer conductors end 
at z = 0, and the outer one is connected to an infinite plane flange occupy­
ing the whole x-y plane ( except for the annulus of radius b around the 
origin). The transmission line is excited at frequency m in its dominant 
TEM mode, with the peak voltage between the cylinders being V. Use the 
vector Kirchhoff approximation to discuss the radiated fields, the angular 
distribution of radiation, and the total power radiated. 

9.10 Discuss the diffraction due to a small, circular hole of radius a in a flat, 
perfectly conducting sheet, assuming that ka ~ 1. 

(a) If the fields near the screen on the incident side are normal E0e-iwt 
and tangential B0e-iwt, show that the diffracted electric field in the 
Fraunhofer zone is 

E = eikr-iwt k2aa[2 ~ X Bo+~ X (Eo X ~)] 
31rr k k k 

where k is the wave vector in the direction of observation. 
(b) Determine the angular distribution of the diffracted radiation and 

show that the total power transmitted through the ho]e is 
c,.,16( 2 2) p = 54rr2 /f,~a 4Bo + Eo 
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9.U Specialize the discussion of Prob1em 9.10 to the diffraction of a plane wave 
by the small, circular hole. Treat the general case of oblique incidence at an 
angle oc to the normal, with polarization in and perpendicular to the plane 
of incidence. 

(a) Calculate the angular distributions of the diffracted radiation and 
compare them to the vector Kirchhoff approximation results of Section 9.8 
and Problem 9. 7 in the limit ka < 1. 

(b) Show that the transmission coefficients [defined above (9.105)] for 
the two states of polarization are 

T. = 64 (ka)4 (4 + sin2 IX) 
II 27n2 4 COS IX 

T1. = 2~ 2 (ka)4 cos ix 

Note that these transmission coefficients are a factor (ka)2 smaller than 
those given by the vector Kirchhoff approximation in the same limit. 



10 

Magnetohydrodynamics 
and Plasma Physics 

10.1 Introduction and Definitions 

Magnetohydrodynamics and plasma physics both deal with the 
behavior of the combined system of electromagnetic fields and a con­
ducting liquid or gas. Conduction occurs when there are free or quasi-free 
electrons which can move under the action of applied fields. In a solid 
conductor, the electrons are actually bound, but can move considerable 
distances on the atomic scale within the crystal lattice before making 
collisions. Dynamical effects such as conduction and Hall effect are 
observed when fields are applied to the solid conductor, but mass motion 
does not in general occur. The effects of the applied fields on the atoms 
themselves are taken up as stresses in the lattice structure. For a fluid, on 
the other hand, the fields act on both electrons and ionized atoms to 
produce dynamical effects, including bulk motion of the medium itself. 
This mass motion in turn produces modifications in the electromagnetic 
fields. Consequently we must deal with a complicated coupled system of 
matter and fields. 

The distinction between magnetohydrodynamics and the physics of 
plasmas is not a sharp one. Nevertheless there are clearly separated 
domains in which the ideas and concepts of only one or the other are 
applicable. One way of seeing the distinction is to look at the way in which 
the relation J = aE is established for a conducting substance. In th.e 
simple model of Section 7.8 the electrons are imagined to be accelerated by 
the applied fields, but to be altered in direction by coBisions, so that their 
motion in the direction of the field is opposed by an effective frictional 
force vmv, where 11 is the collision frequency. Ohm's law just represents a 

309 
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balance between the applied force and the frictional drag. When the 
frequency of the applied fields is comparable to -v, the electrons have time 
to accelerate and decelerate between collisions. Then inertial effects enter 
and the conductivity becomes complex. Unfortunately at these same 
frequencies the description of collisions in terms of a frictional force tends 
to lose its validity. The whole process becomes more complicated. At 
frequencies well above the collision frequency another thing happens. The 
electrons and ions are accelerated in opposite directions by electric fields 
and tend to separate. Strong electrostatic restoring forces are set up by 
this charge separation. Oscillations occur in the charge density. These 
high-frequency oscillations are called plasma oscillations and are to be 
distinguished from lower-frequency oscillations which involve motion of 
the fluid, but no charge separation. These low-frequency oscillations are 
called magnetohydrodynamic waves. 

In conducting liquids or dense ionized gases the collision frequency is 
sufficiently high even for very good conductors that there is a wide 
frequency range where Ohm's law in its simple form is valid. Under the 
action of applied fields the electrons and ions move in such a way that, 
apart from a high-frequency jitter, there is no separation of charge. 
Electric fields arise from motion of the fluid which causes a current flow, 
or as a result of time-varying magnetic fields or charge distributions 
external to the fluid. The mechanical motion of the system can then be 
described in terms of a single conducting fluid with the usual hydro­
dynamic variables of density, velocity, and pressure. At low frequencies 
it is customary to neglect the displacement current in Ampere's law. This 
is then the approximation which is called magnetohydrodynamics. 

In less dense ionized gases the collision frequency is smaller. There 
may still be a low-frequency domain where the magnetohydrodynamic 
equations are applicable to quasi-stationary processes. Frequently astro­
physical applications fall in this category. At higher frequencies, however, 
the neglect of charge separation and of the displacement current is not allow­
able. The separate inertial effects of the electrons and ions must be included 
in the description of the motion. This is the domain which we call plasma 
physics. There is here a range of physical conditions where a two-fluid 
model of electrons and ions gives an approximately correct description of 
various phenomena. But for high temperatures and low densities, the 
finite velocity spreads of the particles about their mean values must be 
included. Then the description is made in terms of the Boltzmann 
equation, with or without short-range correlations. We will not attempt 
to go into such details here. At still higher temperatures and lower 
densities, the electrostatic restoring forces become so weak that the length 
scale of charge separation becomes large compared to the size of the 
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volume being considered. Then the collective behavior implicit in a fluid 
model is gone completely. We have left a few rapidly moving charged 
particles interacting via Coulomb collisions. A plasma is, by definition, 
an ionized gas in which the length which divides the small-scale individual­
particle behavior from the large-scale collective behavior is small com­
pared to the characteristic lengths of interest. This length, called the 
Deb ye screening radius, will be discussed in Section 10.10. It is numerically 
equal to 7.91 (T/n)½ cm, where Tis the absolute temperature in degrees 
Kelvin and n is the number of electrons per cubic centimeter. For all but 
the hottest or most tenuous plasmas it is small compared to 1 cm. 

10.2 Magnetohydrodynamic Equations 

We first consider the behavior of an electrically neutral, conducting 
fluid in electromagnetic fields. For simplicity, we assume the fluid to be 
nonpermeable. It is described by a matter density p(x, t), a velocity v(x, t), 
a pressure p(x, t) (taken to be a scalar), and a real conductivity O". The 
hydrodynamic equations are the continuity equation 

and the force equation: 

op + V · (pv) = 0 a, 

p dv = -V p + l ( J x B) + F v + pg 
dt C 

( I0.1) 

(10.2) 

In addition to the pressure and magnetic-force terms we have included 
viscous and gravitational forces. For an incompressible fluid the viscous 
force can be written 

(10.3) 

where 'YJ is the coefficient of viscosity. It should be emphasized that the 
time derivative of the velocity on the left side of (10.2) is the convective 
derivative, 

d a -=-+v•V 
dt ot 

(10.4) 

which gives the total time rate of change of a quantity moving instanta­
neously with the velocity v. 
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With the neglect of the displacement current, the electromagnetic fields 
in the fluid are described by 

1 oB l 
VxE+--=0 

C Ot 

V X B = 477 J 

(10.5) 

C 

The condition V • J = 0, equivalent to the neglect of displacement 
currents, follows from the second equation in (10.5). The two divergence 
equations have been omitted in (10.5). It follows from Faraday's law that 
(o/ot) V • B = 0, and the requirement V • B = 0 can be imposed as an 
initial condition. With the neglect of the displacement current, it is 
appropriate to ignore Coulomb's law as well. The reason is that the 
electric field is completely determined by the curl equations and Ohm's 
law (see below). If the displacement current is retained in Ampere's law 
and V · E = 41rpe is taken into account, corrections of only the order of 
(v2/c2) result. For normal magnetohydrodynamic problems these are 
completely negligible. 

To complete the specification of dynamical equations we must specify 
the relation between the current density J and the fields E and B. For a 
simple conducting medium of conductivity rr, Ohm's law applies, and the 
current density is 

J' = aE' (l0.6) 

where J' and E' are measured in the rest frame of the medium. For a 
medium moving with velocity v relative to the laboratory, we must trans­
form both the current density and the electric field appropriately. The 
transformation of the field is given by equation (6.10). The current density 
in the laboratory is evidently 

J = J' + PeV (10.7) 

where Pe is the electrical charge density. For a one-component conducting 
fluid, Pe = 0. Consequently, Ohm's law assumes the form, 

J = a(E + ~ x e) (10.8) 

Sometimes it is possible to assume that the conductivity of the fluid is 
effectively infinite. Then under the action of fields E and B the fluid flows 
in such a way that 

is satisfied. 

1 
E + -(v x B) = 0 

C 
(10.9) 



[Sect. 10.3] Magnetohydrodynamics and Plasma Physics 313 

Equations (10. l), ( 10.2), (10.5), and (10.8), supplemented by an equation 
of state for the fluid, form the equations of magnetohydrodynamics. In 
the next section we will consider some of the simpler aspects of them and 
will elaborate the basic concepts involved. 

10.3 Magnetic Diffusion, Viscosity, and Pressure 

The behavior of a fluid in the presence of electromagnetic fields is 
governed to a large extent by the magnitude of the conductivity. The 
effects are both electromagnetic and mechanical. We first consider the 
electromagnetic effects. We will see that, depending on the conductivity, 
quite different behaviors of the fields occur. The time dependence of the 
magnetic field can be written, using (10.8) to eliminate E, in the form: 

an ~ 
- = V x (v x B) + - v'2B a, 4wa 

( 10.10) 

Here it is assumed that a- is constant in space. For a fluid at rest (10.10) 
reduces to the diffusion equation 

an= L v2B 
ot 4-rra 

(10.11) 

This means that an initial configuration of magnetic field will decay away 
in a diffusion time 

4m::rL2 
'T=-­

c2 
(10.12) 

where Lis a length characteristic of the spatial variation of B. The time 'T 
is of the order of 1 sec for a copper sphere of 1 cm radius, of the order of 104 
years for the molten core of the earth, and of the order of 1010 years for a 
typical magnetic field in the sun. 

For times short compared to the diffusion time -r (or, in other words, 
when the conductivity is so large that the second term in (10.10) can be 
neglected) the temporal behavior of the magnetic field is given by 

an 
~ = V x (v x B) 
ai 

(10.13) 

From (6.5) it can be shown that this is equivalent to the statement that the 
magnetic flux through any loop moving with the local fluid velocity is 
constant in time. We say that the Jines of force are frozen into the fluid 
and are carried along with it. Since the conductivity is effectively infinite, 
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the velocity w of the lines of force ( defined to be perpendicular to B) is 
given by (10.9): 

(E X B) 
w=c---

B2 
(10.14) 

This so-called "E x B drift" of both fluid and lines of force can be under­
stood in terms of individual particle orbits of the electrons and ions in 
crossed electric and magnetic fields (see Section 12.8). 

A useful parameter to distinguish between situations in which diffusion 
of the field lines relative to the fluid occurs and those in which the lines of 
force are frozen in is the magnetic Reynolds number R.'lf• If Vis a velocity 
typical of the problem and L is a corresponding length, then the magnetic 
Reynolds number is defined as 

VT 
RM=-

L 
(10.15) 

where -r is the diffusion time (10.12). Transport of the lines of force with 
the fluid dominates over diffusion if RM ► 1. For liquids like mercury or 
sodium in the laboratory RM < 1, except for very high velocities. But in 
geophysical and astrophysical applications R1,.I can be very large compared 
to unity. 

The mechanical behavior of the system can be studied with the force 
equation (10.2). Substituting for J from (10.8), we find 

dv aB2 

p - = F - - (v J. - w) 
dt c2 

(10.16) 

where F is the sum of all the nonelectromagnetic forces, and v .1 is the 
component of velocity perpendicular to B. From (10.16) it is apparent 
that flow parallel to Bis governed by the nonelectromagnetic forces alone. 
The velocity of flow of the fluid perpendicular to B, on the other hand, 
decays from some initially arbitrary value in a time of the order of 

to a value 

r pc2 
7" = -

aB2 

2 
C F V.1=W+- .1. 

aB2 

(10.17) 

(10.18) 

In the limit of infinite conductivity this result reduces to that of (10.14), 
as expected. The term proportional to B2 in (10.16) is an effective viscous 
or frictional force which tends to prevent flow of the fluid perpendicular to 
the lines of magnetic force. Sometimes it is described as a magnetic 
viscosity. If ordinary viscosity, here lumped into F, is comparable to the 
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magnetic viscosity, then the decay time-r' is shortened by an obvious factor 
involving the ratio of the two viscosities. 

The above considerations have shown that if the conductivity is large 
the lines of force are frozen into the fluid and move along with it. Any 
departure from that state decays rapidly away. In considering the 
mechanical or electromagnetic effects we treated the opposite quantities as 
given, but the equations are, of course, coupled. In the limit of very large 
conductivity it is convenient to -relate the current density J in the force 
equation to the magnetic induction B via Ampere's law and to use the 
infinite conductivity expression (10.9) to eliminate E from Faraday's law 
to yield (10.13). The magnetic force term in (10.2) can now be written 

1 1 
-(J x B) = - - B X (V x B) (10.19) 
C 41r 

With the vector identity 

½V(B • B) = (B • V)B + B x (V x B) (10.20) 

Equation (10.19) can be transformed into 

1 (B2) 1 -(J x B) = -V - + -(B • V)B 
C 81r 41r 

(10.21) 

This equation shows that the magnetic force is equivalent to a magnetic 
hydrostatic pressure, 

B2 
PM=-

81r 
(10.22) 

plus a term which can be thought of as an additional tension along the 
lines of force. The result (10.21) can also be derived from the Maxwell 
stress tensor (see Section 6.9). 

If we neglect viscous effects and assume that the gravitational force is 
derivable fromapotentialg = -V1P, theforceequation(I0.2) takes the form 

dv 1 
p - = -V(p + p M + ptp) + - (B • V)B 

dt 41r 
(10.23) 

In some simple geometrical situations, such as B having only one com­
ponent, the additional tension vanishes. Then the static properties of the 

fluid are described by + + t t (10.24) p P~v ptp = cons an 

This shows that, apart from gravitational effects, any change in mechanical 
pressure must be balanced by an opposite change in magnetic pressure. If 
the fluid is to be confined within a certain region so that p falls rapidly to 
zero outside that region, the magnetic pressure must rise equally rapidly 
in order to confine the fluid. This is the principle of the pinch effect 
discussed in Section 10.5. 
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10.4 Magnetohydrodynamic Flow between Boundaries with Crossed 
Electric and Magnetic Fields 

To illustrate the competition between freezing in of lines of force and 
diffusion through them and between the Ex B drift and behavior imposed 
by boundary conditions, we consider the simple example of an incom­
pressible, but viscous, conducting fluid flowing in the x direction between 
two nonconducting boundary surfaces at z = 0 and z = a, as shown in 
Fig. 10.1. The surfaces move with velocities V1 and V2, respectively, in 
the x direction. A uniform magnetic field B0 acts in the z-direction. The 
system is infinite in the x and y directions. We will look for a steady•state 
solution for flow in the x direction in which the various quantities depend 
only upon z. 

If the fields do not vary in time, it is clear from Maxwelrs equations 
(10.5) that any electric field present must be an electrostatic field derivable 
from a potential and determined solely by the boundary conditions, i.e. 
an arbitrary external field. Expression (10.14) for the velocity of the lines 
of force when a is infinite implies that there is an electric field in the y 
direction. If we assume that to be the only component of E, then it must 
be a constant, £ 0. Because the moving fluid will tend to carry the lines of 
force with it, we expect an x component B[JJ(z) of magnetic induction, as 
wen as the z component B0• 

Thecontinuityequation(lO.l)reducestoV • v = Oforanincompressible 
fluid. This is satisfied identically by a velocity in the x direction which 
depends only on z. The force equation, neglecting gravity, has the steady­
state form: 

z 

1 
Vp = -(J x B) + 'YJV2v 

C 
(10.25) 

Fig. 10.1 Flow of viscous con­
ducting fluid in a magnetic field 
between two plane surfaces 
moving with different velocities. 
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The only component of J that is nonvanishing is Jy(z): 

J,(z) = ,{ E0 - ~ B0v(z)] (10.26) 

where v is the x component of velocity. When we write out the three 
component equations in (10.25), we find 

op = aBo(Eo - Bo v) + 'YJ a2v 
ax C C az2 

ap = o 
ay 

ap = _ aBx(Eo _ B0 v). 
8z C C 

(10.27) 

The magnetic force in the z direction is just balanced by the pressure 
gradient. If we assume no pressure gradient in the x direction, the first of 
these equations can be written: 

(10.28) 

where 

( aB 2a2)½ M= o 
'YjC2 

(10.29) 

is called the Hartmann number. From (10.17) M 2 can be seen to be the 
ratio of magnetic to normal viscosity. The solution to (10.28), subject to 
the boundary conditions v(O) = V1 and v(a) = V2, is readi1y found to be 

V1 [ (a - z)] V2 • (Mz) v(z) = . h sinh M -- + . smh -
smM a smhM a 

+ cEo{l _ sinh [ M(a ~ z)] + sinh (~)} 

B0 sinh M 

(10.30) 

In the limit B0 ------),- 0, M------),- 0, we obtain the standard laminar-flow result 

z 
v( z) = Vi + - ( Vi - Vi) (10.31) 

a 

In the other limit of M > I we expect the magnetic viscosity to dominate 
and the flow to be determined almost entirely by the E X B drift. If we 
approximate v(z) for z < a and M ► I, we obtain 

cE0 v(z),-..;- + 
Bo 

(V, cEo) -."11.z/a 
i-- e 

Bo 
(10.32) 
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Fig. 10.2 Velocity profiles for 
large and small Hartmann 
numbers M. For M-+ 0, lami­
nar flow occurs. For M ~ 1, the 
flow is given by the E x B drift 
velocity, except in the immediate 
neighborhood of the boundaries. 

This shows that, while v(z) = V1 exactly at the surface, there is a rapid 
transition in a distance of order (a/M) to the E x B drift value (cE0/Bo). 
Near z = a, (10.32) is changed by replacing V1 by V2 and z by (a - z). The 
velocity profile in the two limits {10.31) and (10.32) is shown in Fig. 10.2. 

The magnetic field Biz) is determined by the equation 

oBrll = 41r J v = 4mr (Eo _ ! Bov) 
~ C C C 

(10.33) 

The boundary conditions on Ba: at z = 0 and z = a are indeterminate 
unless we know the detailed history of how the steady state was created or 
can use some symmetry argument. All we know is that the difference in 
Ba; is related to the total current flowing in the y direction per unit length 
in the x direction: 

(10.34) 

This indeterminacy stems from the one-dimensional nature of the problem. 
For simplicity we will calculate the magnetic field only for the case when 
the total current in the y direction is zero.* Then we can assume that Ba, 
vanishes at z = 0 and z = a. Using (10.30) for the velocity in (10.33), it 
is easy to show that then 

cosh M - cosh (M - Mz) 
2 2 a 

M sinh M 
2 

* This requirement means that cE0/ B0 = ½( Vi + V3). 

(10.35) 
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The dimensionless coefficient in square brackets in (10.35) may be identified 
as the magnetic Reynolds number (10.15), since (V2 - V1)/2 is a typical 
velocity in the problem and a is a typical length. In the two limits M <{ l 
and M ► 1, (10.35) reduces to 

for M <{ 1 
(10.36) 

forM ► 1 

Figure 10.3 shows the behavior of the lines of force in the two limiting 
cases. Only for large RM is there appreciable transport of the lines of force. 
And for a given RM, the transport is less the larger the Hartmann number. 

For liquid mercury at room temperature the relevant physical constants 
are 

a = 9.4 X 1016 sec-1 

'YJ = 1.5 X 10-2 poise 

p = 13.5 gm/cm3 

The diffusion time (10.12) is r = 1.31 X 10-4 [L (cm)]2 sec. The Hartmann 
number (10.29)is M = 2.64 x 10-2B0 (gauss) a(cm). With L ~a,...._ I cm, 
this gives a magnetic Reynolds number RM,,.._, I0---4V. Consequently 
unless the flow velocity is very large, there is no significant transport of 
lines of force for laboratory experiments with mercury. On the other hand, 
if the magnetic induction B0 is of the order of 104 gauss, then M ,,.._, 250 and 
the velocity flow is almost completely specified by the E x B drift (10.14). 

mf:M«I 

(a) (b) 

Fig. 10.3 (a) Axial component of magnetic induction between the boundary surfaces 
for large and small Hartmann numbers. (b) Transport of lines of magnetic induction in 

direction of flow. 
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In geomagnetic problems with the earth's core and in astrophysical 
problems the parameters (e.g., the length scale) are such that RM ~ 1 
occurs often and transport of the lines of force becomes very important. 

10.5 Pinch Effect 

The confinement of a plasma or conducting fluid by self-magnetic fields 
is of considerable interest in thermonuclear research, as well as in other 
applications. To illustrate the principles we consider an infinite cylinder 
of conducting fluid with an axial current density Jz = J(r) and a resulting 
azimuthal magnetic induction Ref.= B(r). For simplicity, the current 
density, magnetic field, pressure, etc., are assumed to depend only on the 
distance r from the cylinder axis, and viscous and gravitational effects are 
neglected. We first ask whether a steady-state condition can exist in which 
the material is mainly confined within a certain radius r = R by the 
action of its own magnetic induction. For a steady state with v = 0 the 
equation of motion (10.23) of the fluid reduces to 

(10.37) 

Ampere's law in integral form relates B(r) to the current enclosed: 

4'n- I.r B(r) = - rJ(r) dr 
er o 

(10.38) 

A number of results can be obtained without specifying the form of J(r ), 
aside from physical limitations of finiteness, etc. From Ampere's law it is 
evident that, if the fluid lies almost entirely inside r = R, then the mag­
netic induction outside the fluid is 

where 

21 
B(r) = -

er 

I= LR 2,rrJ(r) dr 

(10.39) 

is the total current flowing in the cylinder. Equation (10.37) can be 
written as 

(10.40) 

with the solution: 

( 1 ir 1 d ( 2 2) d p r) = Po - - - - r B r 
81r o r2 dr 

(10.41) 
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Here Po is the pressure of the fluid at r = 0. If the matter is confined to 
r < R, the pressure drops to zero at r = R. Consequently the axial 
pressure p0 is given by 

11R1 d(22)d Po=- -- rB r 
81r o r2 dr 

(10.42) 

The upper limit of integration can be replaced by infinity, since the inte­
grand vanishes for r > R, as can be seen from (10.39). With this expression 
(10.42) for p0, (10.41) can be written as 

1 fRI d p(r) = - ---:- - (r2B2) dr 
81r r r2 dr 

(10.43) 

The average pressure inside the cylinder can be related to the total 
current I and radius R without specifying the detailed radial behavior. 
Thus 

21r iR (p) = - 2 rp(r) dr 
TTR o 

Integration by parts and use of (10.40) gives 

12 

(p) = 21rR2c2 

(10.44) 

(10.45) 

as the relation between average pressure, total current, and radius of the 
cylinder of fluid or plasma confined by its own magnetic field. Note that 
the average pressure of the matter is equal to the magnetic pressure (B2/81r) 
at the surface of the cylinder. In thermonuclear work, hot plasmas with 
temperatures of the order of 108° K (kT ,_, 10 kev) and densities of the 
order of 1015 particles/cm3 are envisioned. These conditions correspond 
to a pressure of approximately 1015 x 108k ,__, 1.4 x 107 dynes/cm2, or 14 
atmospheres. A magnetic induction of approximately 19 kilogauss at the 
surface, corresponding to a current of9 x 104R (cm) amperes, is necessary 
for confinement. This shows that extremely high currents are needed to 
confine very hot plasmas. 

So far the radial behavior of the system has not been discussed. Two 
simple examples will serve to illustrate the possibilities. One is that the 
current density J(r) is constant for r < R. Then B(r) = (2lr/cR2) for 
r < R. Equation (10.43) then yields a parabolic dependence for pressure 
versus radius: 

(10.46) 

The axial pressure p0 is then twice the average pressure (p). The radial 
dependences of the various quantities are sketched in Fig. 10.4. 
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Fig. 10.4 Variation of azimuthal 
magnetic induction and pressure with 
radius in a cylindrical plasma column 

with a uniform current density J. 

The other model has the current density confined to a very thin layer on 
the surface, as is appropriate for a highly conducting fluid or plasma. The 
magnetic induction is given by (10.39) for r > R, but vanishes inside the 
cylinder. Then the pressure pis constant inside the cylinder and equal to 
the value (10.45). This is sketched in Fig. 10.5. 

10.6 Dynamic Model of the Pinch Effect 

The simple considerations of the previous section are valid for a static 
or quasi-static situation. In actual practice with plasmas, such circum­
stances do not arise. Generally, at some time early in the history of 
current flow down the plasma the pressure p is much too small to resist the 
magnetic pressure outside. Consequently the radius of the cylinder of 
plasma is forced inwards; the plasma column is pinched. This has the 
desirable consequence that the plasma is pulled away from its confining 
walls. If the pinched configuration were stable for a sufficiently long time, 
it would be possible to heat the plasma to very high temperatures without 
burning up the walls of the confining vessel. 

I 

I 
I 

,I I 
I 

P I 
PD--------i I 

0 R 

Fig. 10.5. Variation of azi­
muthal magnetic induction and 
pressure in a cylindrical plasma 
column with a surface-current 

density. 



[Sect. 10.6] Magnetohydrodynamics and Plasma Physics 323 

A simple model, first discussed by M. Rosenbluth, exhibits the essential 
dynamical features. Suppose that a plasma is created in a hollow con­
ducting cylinder of radius R0 and length L. A voltage difference V is 
applied between the ends of the cylinder so that a current I flows in the 
plasma. This produces an azimuthal magnetic induction B4, which causes 
the plasma to pinch inwards. The radius of the plasma column at time 
t > 0 is R(t). The conductivity of the plasma is taken to be virtually 
infinite. Then the current all flows on the surface, and the magnetic 
induction 

21 
B,,,=-

cr 
(10.47) 

exists only between r = R(t) and r = ~- Because of the assumption of 
infinite conductivity the electric field at the plasma surface, in the moving 
frame of reference in which the interface is at rest, vanishes: 

E1 = E + ! x B = 0 
C 

(10.48) 

If we now apply Faraday's law of induction to the dotted loop shown in 
Fig. 10.6, the inner arm of which is moving inwards with the interface, we 
find that the only contribution to the line integral of E comes from the 
side of the loop in the conducting wall. Thus 

_ V = _ ! d ( RoB"' dr = - ~ d (11n Ro) (10.49) 
L c dt J R(t) c2 dt R 

This is the standard inductive relation between current, voltage, and 
dimensions (inductance). The integral of this equation is 

Iln (~) =; E0f.' f(t) dt (10.50) 

where E0 f(t) = V/L is the applied electric field. The function f(t) is 
assumed known and is normalized so that E0 is the peak value of applied 

Fig. 10.6 Plasma column inside a hollow, 
cylindrical conductor. -------L------
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field. In order to proceed further we must relate the current I in a dynamic 
way to the behavior of the plasma radius R. 

The desired dynamical connection between I and R is essentially the 
momentum-balance equation, or Newton's second law. Some assumption 
about the plasma must be made. If the mean free path for collisions is 
short compared to the radius, the dynamic behavior is characteristic of 
hydrodynamic shock waves. But for a hot, tenuous plasma the mean free 
path is comparable to, or larger than, the radius. Then a model with 
particles moving freely inside the plasma is more appropriate. If the 
velocity R of the plasma surface is large compared to thermal speeds, each 
particle approaches the interface with a velocity R in the frame of reference 
in which the interface is at rest. As the particle penetrates into the outer 
region, it starts feeling the magnetic induction, is turned around, and leaves 
the surface with velocity R. Consequently each particle colliding with the 
plasma surface receives a momentum transfer 2MR. The number colliding 
with unit area of the surface per unit time is NR, where N is the initial 
number of particles per unit volume. Therefore the rate of transfer of 
momentum per unit area (i.e., pressure) is 

p = 2NMR.2 = 2p.R2 (10.51) 

where p is the initial mass density. At the surface of the plasma there is a 
magnetic pressure (B2/8TT) due to the discontinuity in magnetic induction 
from zero inside to the value B just outside. These pressures must balance. 
Consequently, using (10.47), we find that the current is related to the 
velocity by: 

1• = 4,rpc'R'( !~)' (10.52) 

Equation (l 0.52) depends on a rather simplified model of the mechanical­
momentum transfer rate in which each particle collides only once with the 
interface. In fact, the velocity of the interface increases with time so that 
the surface catches up with particles which were reflected earlier and hits 
them again and again. This effect can be approximated by the "snow­
plow" model in which the interface is imagined to carry along with it all 
the material which it hits as it moves in. Then the magnetic pressure and 
rate of change of momentum are related by 

d [M(R)R.] = - 21rR B2 

dt 87T 

where M(R) is the mass carried along by the snowplow: 

M(R) = -rrp(Ro'1• - R2) 

(10.53) 

(10.54) 
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This leads to the relation 

d[ dR] 12 = -'11'pc2R - (Ro2 - R2)-
dt dt 

(10.55) 

between current and radius. In the initial stages when R ~ Ro the snow­
plow model and free-particle model give the same relation between current 
and radius to within a factor of 2 *, and do not differ by an order of 
magnitude even at later times. 

The equation of motion for R(t) is obtained by substituting / 2 from 
either {10.52) or (10.55) into the inductive relation (10.50). Choosing the 
free-particle model as an illustration, we obtain 

2R In (Ro)dR = - c~ (f(t') dt' (10.56) 
R dt ,J4-rrp Jo . 

where the signs of the square root have been taken to give R.. < 0. Without 
knowledge of f(t) we cannot solve this equation. Nevertheless, some 
idea of the solution can be obtained by introducing the dimensionless 
variables: 

T= (Z;T ~ 
R 

X=-

Ro 
Then (10.56) becomes 

2x In x dx =f.1 f(-r') d-r' 
dT 0 

For the snowplow model the equivalent equation is 

~[(1 - x2) dx] = - [L' j(T') dTT 
d-r d-r x(ln x)2 

(10.57) 

(10.58) 

(10.59) 

Without solving these equations it is evident that x changes significantly 
in times such that .,. r-,.,.J 1. This means that the scaling law for the radial 
velocity of the pinch is 

(c2E 2)¼ IRI ~ v0 = - 0 (10.60) 
41rp 

This result emerges whatever dynamic model is used, including a hydro­
dynamic one. Typical experimental conditions for a fast pinch in small­
scale hydrogen or deuterium plasmas involve applied electric fields of the 

"' The factor of 2 comes from the fact that in the one case the particles are elastically 
reflected and suffer a velocity change of 2.R.., while in the other the particles collide 
inelastically with the interface and receive a velocity change of .k. 
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Fig. 10.7 Radius of plasma 
column as a function of time 
after initiation of current flow. 
The characteristic velocity of 

pinching is given by (10.60). 

order of 103 volts/cm and initial densities of the order of 10-9 gm/cm3 

(,-; 3 x 1016 deuterons/cm3). Then v 0 is of the order of 107 cm/sec. The 
current flowing is, according to (10.52) or (10.55), 

(10.61) 

where F is a dimensionless function of the order of unity. For a tube 
radius of 10 cm and the conditions described, the current I is measured in 
units of 105 or 106 amperes. 

The discussion of the pinching action presented so far is obviously valid 
only for short times after the initiation of current flow. The simplified 
models indicate that in a time of the order of Ro/v0 the radius of the plasma 
column goes to zero. It is clear, however, that before that will occur (even 
approximately) the behavior will be modified. In the hydrodynamic limit, 
the radial shock waves caused by the pinch will be reflected off the axis 
and move outwards, striking the interface and retarding its inward motion 
or even reversing it. This phenomenon is known as bouncing. It is 
evidently present also in the free-particle model. Consequently the general 
behavior of radius R as a function of time is expected to be as shown in 
Fig. 10. 7. Although no proper analysis has been made of the subsequent 
bounces, it is conjectured that there is an approach to a steady state at 
some radius less than R0. 

10.7 Instabilities in a Pinched-Plasma Column 

In the laboratory long-lived pinched plasmas are extremely difficult to 
produce. The dynamic behavior of the previous section is found to be 
followed at least qualitatively for times up to around the first bounce. 
But then the plasma column is observed to break up rapidly. The reason 
for the disintegration of the column is the growth of instabilities. The 
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Fig. 10.8 (a) Kink instability. 
(b) Sausage or neck instability. (b) 
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column is unstable against various departures from cylindrical geometry. 
Small distortions are amplified rapidly and destroy the column in a very 
short time. The detailed anaJysis of instabilities is sufficiently complex 
that we will attempt only qualitative arguments. Two of the simpler 
unstable distortions will be described. 

The first is the kink instability, shown in Fig. IO.Sa. The lines of azimu­
thal magnetic induction near the column are bunched together above, and 
separated below, the column by the distortion downwards. Thus the 
magnetic pressure changes are in such a direction as to increase the 
distortion. The distortion is unstable. 

The second type of distortion is called a sausage or neck instability, 
shown in Fig. IO.Sb. In the neighborhood of the constriction the azi­
muthal induction increases, causing a greater inwards pressure at the neck 
than elsewhere. This serves to enhance the existing distortion. 

Both types of instability are hindered by axial magnetic fields within 
the plasma column. For the sausage distortion the lines of axial induction 
are compressed by the constriction, causing an increased pressure inside 
to oppose the increased pressure of the azimutha] field, as indicated 
schematically in Fig. 10.9. It is easy to see that the fractional changes in 

Fig. 10.9 Hindering neck instability with 
outward pressure of trapped axial magnetic 

fields. 
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-------)1.-------

Fig. 10.10 Hindering kink instability with tension of trapped axial fields. 

the two magnetic pressures, assuming a sharp boundary to the plasma, 
are 

tJ.pz 4x 
-=-
Pz R 

(10.62) 

where x is the small inwards displacement. Co.nsequently, if 

B 2 > lB 2 z 2 tJ, (10.63) 

the column is stable against sausage distortions. 
For kinks the axial magnetic field lines are stretched, rather than com­

pressed laterally together. But the result is the same; namely the increased 
tension in the field lines inside opposes the external forces and tends to 
stabilize the column. It is evident from Fig. 10.10 that a short-wavelength 
kink of a given lateral displacement will cause the lines off orce to stretch 
re]atively more than a long~wavelength kink. Consequently, for a given 
ratio of internal axial field to external azimuthal field, there will be a 
tendency to stabilize short-wavelength kinks, but not very long-wavelength 
ones. If the fields are approximately equal, analysis shows that if the wave­
length of the kink A < 14 R the disturbance is stabilized. 

For longer-w~velength kinks stabilization can be achieved by the action 
of the outer conductor, provided the plasma radius is not too small 
compared to the radius of the conductor. The azimuthal field lines are 
trapped between the conductor and the plasma boundary, as shown in 
Fig. 10.11. If the plasma column moves too close to the walls, the lines 
of force are crowded together between it and the walls, causing an in­
creased magnetic pressure and restoring force. 

Fig. 10.11 Stabilization of 
long-wavelength kinks with 

outer conductor. 
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It is clear qualitatively that it must be possible, by a combination of 
trapped axial field and conducting walls, to create a stable configuration, 
at least in the approximation of a highly conducting plasma with a sharp 
boundary. Detailed analysis* confirms this qualitative conclusion and 
sets limits on the quantities involved. It is important to have as little axia] 
field outside the plasma as possible and to keep the plasma radius of the 
order of one-half or one-third of the cylinder radius. If the axial field 
outside the plasma is too large, the combined B 6 and B4> cause helical 
instabilities that are troublesome in toroidal geometries. If, however, the 
axial field outside the plasma is made very large, the pitch of the helix 
becomes so great that there is much less than one turn of the helix in a 
plasma column of finite length. Then it turns out that there is the possi­
bility of stabi1ity again. Stabilization by means of a strong axial field 
produced by currents external to the plasma is the basis of some fusion 
devices, e.g., the Stellarator. 

The idealized situation of a sharp plasma boupdary is difficult to create 
experimentally, and even when created is destroyed by diffusion of the 
plasma through the lines of force in times of the order of 411'0'R2/c2 (see 
Section 10.3). For a hydrogen plasma of 1 ev energy per particle this time 
is of the order of 10-4 sec for R ,__, 10 cm, while for a 10 kev plasma it is 
of the order of 102 sec. Clearly the thermonuclear experimenter must try 
to create initially as hot a plasma as possible in order to make the initial 
diffusion time long en<?ugh to allow further heating. 

10.8 Magnetobydrodynamic Waves 

In ordinary hydrodynamics the only type of small-amplitude wave 
motion possible is that of longitudinal, compressional (sound) waves. 
These propagate with a velocity s related to the derivative of pressure with 
respect to density at constant entropy: 

s2 = (ap). (10.64) 
op o 

If the adiabatic law p = KpY is assumed, s2 = yp0/ p0, where y is the ratio 
of specific heats. In magnetohydrodynamics another type of wave motion 
is possible. It is associated with the transverse motion of lines of magnetic 
force. The tension in the lines of force tends to restore them to straight­
line form, thereby causing a transverse oscillation. By analogy with 

* V. D. Shafranov, Atomnaya Energ. I. S, 38 (1956); R. J. Tayler, Proc. Phys. Soc. 
(London), B70, 1049 (1957); M. Rosenbluth, Los Alamos Report LA-2030 (1956). See 
also Proceedings of the Second International Conference on Peaceful Uses of Atomic 
Energy, Vol. 31 (1958), papers by Braginsky and Shafranov (p. 43) and Tayler (p. 160). 
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ordinary sound waves whose velocity squared is of the order of the hydro­
static pressure divided by the density~ we expect that these magnetohydro­
dynamic waves, called Alfven waves, will have a velocity 

(10.65) 

where Bo""/8,,, is the magnetic pressure. 
To examine the wave motion of a conducting fluid in the presence· of a 

magnetic field, we consider a compressible, nonviscous, perfectly con­
ducting fluid in a magnetic field in the absence of gravitational forces. The 
appropriate equations governing its behavior are: 

'I 

I 

op + V. (pv) == o 
at 

ov 1 • 
p-+ p(v•V)v = -Vp - -Bx (Y x B) 

at 41r 

oB 
- =V X (v x B) 
ai 

(10.66) 

These must be supplemented by an equation of state relating the pressure 
to the density. We assume that the equilibrium velocity is zero, but that 
there exists a spatially uniform, static, magnetic induction B0 throughout 
the uniform fluid of constant density p0. Then we imagine small-amplitude 
departures from the equilibrium values: 

B = B0 + B1(x, t)} 
P = Po+ P1(x, t) 

V = v1(x, t) 
(10.67) 

If equations (10.66) are linearized in the small quantities, then they 
become: 

OV1 -av Bo (V B ) Po - + s Pi + - x X 1 = 0 
ai 41T 

(10.68) 

oBi - V x (v1 X B0) = 0 
at 

where s2 is the square of the sound velocity (10.64). These equations can 
be combined to yield an equation for v1 alone: 

a2v 
-!., - s2V(V • vJ + vA x V x [V x (v1 x v.&)] = 0 (10.69) 
ot'"' 
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where we have introduced a vectorial Alfven velocity: 

B 
V - 0 A-

✓47Tp 
(10.70) 

The wave equation (10.69) for v1 is somewhat involved, but it allows 
simple solutions for waves propagating parallel or perpendicular to the 
magnetic field direction.* With vi(x, t) a plane wave with wave vector k 
and frequency w: 

vi(x, t) = V1eik-x-ioot 

equation (10.69) becomes: 

-w2v1 + (s2 + v .A 2)(k • TJk 

(IO. 71) 

+YA· k[(vA • k)v1 - (vA • v1)k - (k • v1)vA] = 0 (10.72) 

If k is perpendicular to v A the last term vanishes. Then the solution for v1 

is a longitudinal magnetosonic wave with a phase velocity: 

(10.73) 

Note that this wave propagates with a velocity which depends on the sum 
of hydrostatic and magnetic pressures, apart from factors of the order of 
unity. If k is parallel to vA, (10.72) reduces to 

(10.74) 

There are two types of wave motion possible in this case. There is an 
ordinary longitudinal wave (v1 parallel to k and vA) with phase velocity 
equal to the sound velocity s. But there is also a transverse wave (v1 • vA = 
0) with a phase velocity equal to the Alfven velocity v A. This Alfven wave 
is a purely magnetohydrodynamic phenomenon which depends only on 
the magnetic field (tension) and the density (inertia). 

For mercury at room temperature the Alfven velocity is [ B0 (gauss)/ 13 .1]) 
cm/sec, compared with sound speed of 1.45 x 105 cm/sec. At all labora­
tory field strengths the Alfven velocity is much les~ than the speed of 
sound. In astrophysical problems, on the other hand, the Alfven velocity 
can become very large because of the much smaller densities. In the sun's 
photosphere, for example, the density is of the order of 10-7 gm/cm3 

( .-,6 x 1016 hydrogen atoms/cm3) so that v A ~ 103 B0 cm/sec. Solar 
magnetic fields appear to be of the order of 1 or 2 gauss at the surface, with 
much larger values around sunspots. For comparison, the velocity of 
sound is of the order of I 06 cm/sec in both the photosphere and the 
chromosphere. 

• The determination of the characteristics of the waves for arbitrary direction of 
propagation is left to Problem 10.3. 
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k 

(a> (b) 

Fig.10.12 Magnetohydrodynamic waves. 

The magnetic fields of these different waves can be found from the third 
equation in (I 0.68); 

k 
fork l. B0 -v1B0 

w 

Bi= 0 for the longitudinal k II Bi> (10.75) 
k 

for the transverse k II Bo - -Bov1 w 

The magnetosonic wave moving perpendicular to B0 causes compressions 
and rarefactions in the lines of force without changing their direction, as 
indicated in Fig. 10.12a. The Alfven wave parallel to B0 causes the lines of 
force to oscillate back and forth laterally (Fig. 10.12b). In either case the 
lines of force are "frozen in" and move with the fluid. 

If the conductivity of the fluid is not infinite or viscous effects are present, 
we anticipate dissipative losses and a consequent damping of oscillations. 
The second and third equations in (10.68) are modified by additional terms: 

(10.76) 

where TJ is the viscosity* and a is the conductivity. Since both additions 
cause dispersion in the phase velocity, their effects are most easily seen 
when a plane wave solution is being sought. For plane waves it is evident 

* Use of the simple viscous force (10.3) is not really allowed for a compressible fluid. 
But it can be expected to give the correct qualitative behavior. 
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that these equations are equivalent to 

ov1 1 [ 2 V B0 Po-= -s P1 - -

ot (i + i 'f}k2) 41r 
PoW 

ael = 1 V X (v1 X Bo) 
o t ( 1 + i c2 k2 ) 

4m1w 

(10.77) 

Consequently equation (10.72) relating k and w is modified by (a) multi-

( c2k2) plying s2 and w2 by the factor 1 + i 4-- , and (b) multiplying w2 by 

( k2) -rr<Jw 
the factor 1 + i L . 

Pow 
For the important case of the Alfven wave parallel to the field, the 

relation between w and k becomes 

k2vA2 = w2(1 + i c2k2) (1 + i 'f}k2) 
41T<1w p0w 

(10.78) 

If the resistive and viscous correction terms are small, the wave number is 
approximately 

w • ai ( c2 'Y/ ) k~-+ i-a -+-
vA 2vA 411'<1 Po 

(10.79) 

This shows that-the attenuation increases rapidly with frequency (or wave 
number), but decreases with increasing magnetic field strength. In terms 
of the diffusion time -r of Section 10. 3, the imaginary part of the wave 
number shows that, apart from viscosity effects, the wave travels for a time 
-r before falling to 1/e of its original intensity, where the length parameter 
in -r (10.12) is the wavelength of oscillation. For the opposite extreme in 
which the resistive and/or viscous terms dominate, the wave number is 
given by the vanishing of the two factors on the right-hand side of ( 10. 78). 
Thus k has equal real and imaginary parts and the wave is damped out 
rapidly, independent of the magnitude of the magnetic field. 

The considerations of magnetohydrodynamic waves given above are 
valid only at comparatively low frequencies, since the displacement 
current was ignored in Ampere's law. It is evident that, if the frequency is 
high enough, the behavior of the fields must go over into the "ionospheric~' 
behavior described in Section 7 .9, where charge-separation effects play an 
important role. But even when charge-separation effects are neglected in 
the magnetohydrodynamic description, the displacement current modifies 
the propagation of the Alfven and magnetosonic waves. The form of 
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Ampere's law, including the displacement current, is: 

47T 1 a 
V x B = - J - - - (v x B) 

C C2 Ot 
(10.80) 

where we have used the infinite conductivity approximation (10.9) in 
eliminating the electric field E. Thus the current to be inserted into the 
force equation for fluid motion is now 

J = ~[v X B + .!_ .£. (v x B)] 
4,r c2 ot 

(10.81) 

In the linearized set of equations (10.68) the second one is then generalized 
to read: 

[ ov1 1 (ov1 )] 2 V Bo Po ot + c2 VAX ot X VA = -s Pl - 47T X (V X B1) 

This means that the wave equation for v1 is altered to the form: 

a2 [v1(1 + VA2) - VA (vA. V1)] - s2 V(V. V1) 
ot2 c2 c2 

+VAX V XV X (V1 X VA)= 0 

(10.82) 

(10.83) 

Inspection shows that for v1 parallel to VA (i.e., B0) there is no change from 
before. But for transverse v1 ( either magnetosonic with k perpendicular 
to B0, or Alfven waves with k parallel to Bo) the square of the frequency is 
multiplied by a factor [I + (v A 2f c2)]. Thus the phase velocity of Alfven 
waves becomes 

CVA 
U A = ---:======== 

.Jc2 + vA2 
(10.84) 

In the usual limit where vA ~ c, the velocity is approximately equal to vA; 

the displacement current is unimportant. But, if v .& ► c, then the phase 
velocity is equal to the velocity of light. From the point of view of electro­
magnetic waves, the transverse Alfven wave can be thought of as a wave 
in a medium with an index of refraction given by 

Thus 

C 
UA = -

n 

2 4 2 
n2 = 1 + !._ = 1 + 7rpoc 

vA2 Bo2 

(10.85) 

(10.86) 

Caution must be urged in using this index of refraction for the propagation 
of electromagnetic waves in a plasma. It is valid only at frequencies where 
charge~separation effects are unimportant. 
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10.9 High-Frequency Plasma Oscillations 

The magnetohydrodynamic approximation considered in the previous 
sections is based on the concept of a single-component, electrically neutral 
fluid with a scalar conductivity a to describe its interaction with the 
electromagnetic field. As discussed in the introduction to this chapter a 
conducting fluid or plasma is, however, a multicomponent fluid with 
electrons and one or more types of ions present. At low frequencies or 
long wavelengths the description in terms of a single fluid is valid because 
the collijion frequency -v is large enough (and the mean free path short 
enough) that the electrons and ions aJways maintain local electrical 
neutrality, while on the average drifting in opposite directions according 
to Ohm's law under the action of electric fields. At higher frequencies the 
single-fluid model breaks down. The electrons and ions tend to move 
independently, and charge separations occur. These charge separations 
produce strong restoring forces. Consequently oscillations of an electro­
static nature are set up. If a magnetic field is present, other effects occur. 
The electrons and ions tend to move in circular or helical orbits in the 
magnetic field with orbital frequencies given by 

(10.87) 

When the fields are strong enough or the densities low enough that the 
orbital frequencies .are comparable to the collision frequency, the concept 
of a scalar conductivity breaks down and the current flow exhibits a 
marked directional dependence relative to the magnetic field (see Problem 
10.5). At still higher frequencies the greater inertia of the ions implies that 
they will be unable to follow the rapid fluctuation of the fields. Only the 
electrons partake in the motion. The ions merely provide a uniform back­
ground of positive charge to give electrical neutrality on the average. The 
idea of a uniform background of charge, and indeed the concept of an 
electron fluid, is valid only when we are considering a scale of length which 
is at least large compared to interparticle spacings(/ ~ n0 -½). In fact, there 
is another limit, the Debye screening length, which for plasmas at reasonable 
temperatures is greater than n0 -½, and which forms the actual dividing 
line between small-scale individual-particle motion and collective fluid 
motion (see the following section). 

To avoid undue complications we consider only the high-frequency 
behavior of a plasma, ignoring the dynamical effects of the ions. We also 
ignore the effects of collisions. The electrons of charge e and mass m are 
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described by a density n(x, t) and an average velocity v(x, t). The equi­
librium-charge density of ions and electrons is =I= en0. The dynamical 
equations for the electron fluid are 

on 
ot + V • (nv) = 0 

ov + (v. V)v = !.. (E + ! x B) - - 1-Vp 
Gt m C mn 

(10.88) 

where the effects of the thermal kinetic energy of the electrons are described 
by the electron pressure p (here assumed a scalar). The charge and 
current densities are: 

Pe = e(n - no) } 

J = env 

Thus Maxwell's equations can be written 
" 

V • E = 41re( n - no) 

V•B =0 

V xE+.!_oB=O 
C Ot 

V x B _ ! oE = 41ren v 
C Ot C 

(10.89) 

(10.90) 

We now assume that the static situation is the electron fluid at rest with 
n = n0 and no fields present, and consider small departures from that 
state due to some initial disturbance. The linearized equations of motion 
are 

on 
-+n0 V•v=0 
at 

ov - !.. E + _1_ (op) Vn = 0 
ot m mno on 0 

V • E - 41ren = 0 

V x B _ ! oE _ 41reno v = O 
C Ot C 

(10.91) 

plus the two homogeneous Maxwell's equations. Here n(x, t) and v(x, t) 
represent departures from equilibrium. If an external magnetic field Bo 
is present a [(v/c) x B0] term must be kept in the force equation (see 
Problem 10. 7), but the fluctuation field B is of first order in small quantities 
so that (v x B) is second order. The continuity equation is actually not 
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an independent equation, but may be derived by combining the last two 
equations in (10.91). 

Since the force equation in (10.91) is independent of magnetic field, we 
suspect that there exist solutions of a purely electrostatic nature, with 
B = 0. The continuity and force equations can be combined to yield a 
wave equation for the density fluctuations: 

a2n + (4,re2no) n _ .!_ (op) v2n = 0 (10.92) 
ot2 m m on 0 

On the other hand, the time derivative of Ampere's law and the force 
equation can be combined to give an equation for the fields: 

02E + (477e2no)E - .!_ (op) V(V . E) = cV x oB (10.93) 
ot2 m m on o ot 

The structures of the left-hand sides of these two equations are essentially 
identical. Consequently no inconsistency arises if we put oB/ot = 0. 
Having exduded static fields already, we conclude that B = 0 is a possi­
bility. If oB/ot = 0, then Faraday's law implies V x E = 0. Hence Eis 
a longitudinal field derivable from a scalar potential. It is immediately 
evident that each component of E satisfies the same equation (10.92) as the 
density fluctuations. If the pressure term in (10.92) is neglected, we find 
that the density, velocity, and electric field all oscillate with the plasma 
frequency wv: 

(10.94) 

If the pressure term is included, we obtain a dispersion relation for the 
frequency: 

w2 = w/ + _! (op) k2 
m on 0 

(10.95) 

The determination of the coefficient of k2 takes some care. The adiabatic 
law p = p0(n/n0)Y can be assumed, but the customary acoustical value 
y = -i for a gas of particles with 3 external, but no internal, degrees of 
freedom is not valid. The reason is that the frequency of the present 
density oscillations is much higher than the collision frequency, contrary 
to the acoustical limit. Consequently the one-dimensional nature of the 
density oscillations is maintained. A value of y appropriate to 1 trans­
lational degree of freedom must be used. Since y = (m + 2)/m, where m 
is the number of degrees of freedom, we have in this case y = 3. Then 

_! (op) - 3 Po (10.96) 
m an O mno 
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If we use p0 = n0KT and define the rms velocity component in one direction 
(parallel to the electric field), 

(10.97) 

then the dispersion equation can be written 

w2 = w,/ + 3(u2)k2 (10.98) 

This relation is an approximate one, valid for long wavelengths, and is 
actually just the first two terms in an expansion involving higher and 
higher moments of the velocity distribution of the electrons (see Problem 
10.6). In form (10.98) the dispersion equation has a validity beyond the 
ideal gas law which was used in the derivation. For example, it applies to 
plasma oscillations in a degenerate Fermi gas of electrons in which all cells 
in velocity space are filled inside a sphere of radius equal to the Fermi 
velocity VF· Then the average value of the square of a component of 
velocity is 

(10.99) 

Quantum effects appear explicitly in the dispersion equation only in higher­
order terms in the expansion in powers of k2• 

The oscillations described above are longitudinal electrostatic oscilla­
tions in which the oscillating magnetic field vanishes identically. This 
means that they cannot give rise to radiation in an unbounded plasma. 
There are, however, modes of oscillation in a plasma which are transverse 
electromagnetic waves. To see the various possibilities of plasma oscil­
lations we assume that all variables vary as exp (ik • x - iwt) and look for 
a defining relationship between wand k, as we did for the magnetohydro­
dynamic waves in Section 10.8. With this assumption the linearized 
equations (10.91) and the two homogeneous Maxwelrs equations can be 
written: 

k•v 
n=--n0 

w 

v = ieE + 3(u2) !!:_k 
mw ro n0 

k • E = - i41ren 

k•B = 0 

k x B = - ro E - i 41Teno v 
C C 

kxE=wB 
C 

(10.100) 
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Maxwell's equations can be solved for v in terms of k and E: 

v = ( ie )-1- [(w2 - c2k2)E + c2(k. E)k] 
mw w 2 

1> 

339 

(10.101) 

Then the force equation and the divergence ofE can be used to eliminate v 
in order to obtain an equation for E alone: 

(10.102) 

If we write E in terms of components parallel and perpendicular to k: 

where 

E = E11 + E.1 } 

Fs, = (k /)k 
then (10.102) can be written as two equations: 

(w2 - w'P2 - 3(u2)k2)E11 = 0} 

(w2 - w1>2 - c2k2)E.1 = 0 . 

(10.103) 

(10.104) 

The first of these results shows that the longitudinal waves satisfy the 
dispersion relation (10.98) already discussed, while the second shows that 
there are two transverse waves (two states of polarization) which have the 
dispersion relation: 

(10.105) 

Equation (10.105) is just the dispersion equation for the transverse 
electromagnetic waves described in Section 7.9 from another point of view. 
In the absence of external fields the electrostatic oscillatiqns and the trans­
verse electromagnetic oscillations are not coupled together. But in the 
presence of an external magnetic induction, for example, the force equa­
tion has an added term involving the magnetic field and the oscillations 
are coupled (see Problem 10.7). 

10.10 Short.Wavelength Limit for Plasma Oscillations and the 
Debye Screening Distance 

In the discussion of plasma oscillations so far no mention has been made 
of the range of wave numbers over which the description in terms of 
collective oscillations applies. Certainly n{? is one upper bound on the 
wave-number scale. A clue to a more relevant upper bound can be 
obtained by examining the dispersion relation (10.98) for the longitudinal 
oscillations. For long wavelengths the frequency of oscillation is very 
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closely w = w 11• It is only for wave numbers comparable to the Debye 
wave number kn, 

2 
k 2 - Wp 

D - (u2) 

that appreciable departures of the frequency from w P occur. 
For wave numbers k <{ kn, the phase and group velocities 

longitudinal plasma oscillations are: 

(10.106) 

of the 

(10.107) 

From the definition of kn we see that for such wave numbers the phase 
velocity is much larger than, and the group velocity much smaller than, 
the rms thermal velocity (u2)½. As the wave number increases towards 
kn, the phase velocity decreases from large values down towards (u2)½. 
Consequently for wave numbers of the order of kD the wave travels with 
a sm.all enough velocity that there are appreciable numbers of electrons 
traveling somewhat faster than, or slower than, or at about the same speed 
as, the wave. The phase velocity lies in the tail of the thermal distribution. 
The circumstance that the wave's velocity is comparable with the electronic 
thermal velocities is the source of an energy-transfer mechanism which 
causes the destruction of the oscillation. The mechanism is the trapping 
of particles by the moving wave with a resultant transfer of energy out of 
the wave motion into th.e particles. The consequent damping of the wave 
is called Landau damping. 

A detailed calculation of Landau damping is out of place here. But we 
can describe qualitatively the physical mechanism. Fig. 10.13 shows a 
distribution of electron velocities with a certain rms spread and a 
Maxwellian tail out to higher velocities. For small k the phase velocity 

no(v) 

0 

~~v 

I 
I 
I 

v-- Fig. 10.13 Thermal velocity 
distribution of electrons. 
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lies far out on the tail and negligible damping occurs. But as k --+ kn the 
phase velocity lies within the tail, as shown in Fig. 10.13, with a significant 
number of electrons having thermal· speeds comparable to v 'P" There is 
then a velocity band ~v around v = v 'P where electrons are moving 
sufficiently slowly relative to the wave that they can be trapped in the 
potential troughs and carried along at velocity v21 by the wave. If there are 
more particles in ~v moving initially slower than v11 than there are 
particles moving faster (as shown in the figure), the trapping process will 
cause a net increase in the energy of the particles at the expense of the 
wave. This is the mechanism of Landau damping. Detailed calculations 
show that the damping can be expressed in terms of an imaginary part of 
the frequency given by 

J; (k )3 , s Im w ~ -wv 8 : e-<kn /2k ) (10.108) 

provided k ~ kn. To obtain (10.108) a Maxwellian distribution of 
velocities was assumed. Fork ~ kv the damping constant is larger than 
given by (10.108) and rapidly becomes much larger than the real part of 
the frequency, as given by (10.98). 

The Landau formula (10.108) shows that fork~ kv the longitudinal 
plasma oscillations are virtually undamped. But the damping becomes 
important as soon as k ,-...; kv (even for k = 0.5kv, Im w ~ -0.?wp). 
For wave numbers larger than the Debye wave number the damping is so 
great that it is meaningless to speak of organized oscillations. 

Another, rather different consideration leads to the same limiting Debye 
wave number as the boundary of collective oscillatory effects. We know 
that an electronic plasma is a collection of electrons with a uniform back­
ground of positive charge. On a very small scale of length we must 
describe the behavior in terms of a succession of very many two-body 
Coulomb collisions. But on a larger scale the electrons tend to cooperate. 
If a local surplus of positive charge appears anywhere, the electrons rush 
over to neutralize it. This collective response to charge fluctuations is 
what gives rise to large-scale plasma oscillations. But in addition to, or, 
bettert because of, the collective oscillations the cooperative response of 
the electrons also tends to reduce the long-range nature of the Coulomb 
interaction between particles. An individual electron is, after all, a local 
fluctuation in the charge density. The surrounding electrons are repelled 
in .such a way that they tend to screen out the Coulomb field of the chosen 
electron, turning it into a short-range interaction. That something like 
this must occur is obvious when one realizes that the only source of 
electrostatic interaction is the Coulomb force between the particles. If 
some of it is effectively taken away to cause long-wavelength collective 
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plasma oscillations, the residue must be a sum of short-range interactions 
between particles. 

A nonrigorous derivation of the screening effect described above was 
first given by Debye and Ruckel in their theory of electrolytes. The basic 
argument is as follows. Suppose that we have a plasma with a distribution 
of electrons in thermal equilibrium in an electrostatic potential cf>. Then 
they are distributed according to the Boltzmann factor e-H/KT where His 
the electronic Hamiltonian. The spatial density of electrons is therefore 

n(x) = n0 e-(e'1>JKT> (10.109) 

Now we imagine a test charge Ze placed at the origin in this distribution 
of electrons with its uniform background of positive ions (charge density 
-en0). The resulting potential <I> will be determined by Poisson's equation 

V2<b = -41TZe <5(x) - 4'1Teno[e-(elJ>/KT) - 1] (10.110) 

If (ecf>/KT) is assumed small, the equation can be linearized: 

where 
V2<1> - k2ncf> =: -4,rZe (5(x) 

k 2 - 4rrnoe2 
D - KT 

(10.111) 

(10.112) 

is an alternative way of writing (10.106). Equation (10.111) has the 
spherically symmetric solution: 

e-kD'f' 

<l>(r) = Ze -~ (10.113) 
r 

showing that the electrons move in such a way as to screen out the Coulomb 
field of a test charge in a distance of the order of kn-I· The balance between 
thermal kinetic energy and electrostatic energy determines the magnitude 
of the screening radius. Numerically 

( T)!~ 
kn -t = 6.91 no cm (10.114) 

where Tis in degrees Kelvin, and n0 is the number of electrons per cubic 
centimeter. For a typical hot plasma with T = 106° Kand n0 = 1015 cm-a, 
we find kn-I ,-.,J 2.2 x 10---' cm. 

For the degenerate electron gas at low temperatures the Debye wave 
number kn is replaced by a Fermi wave number kF: 

k w'P F,..._,_ 
VF 

(10.115) 

where VF is the velocity at the surface of the Fermi sphere. This magni­
tude of screening radius can be deduced from a Fermi-Thomas generaliza­
tion of the Debye-Hiickel approach. It fits in naturally with the dispersion 
relation (10.98) and the mean square velocity (10.99). 
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The Debye-Hiickel screening distance provides a natural dividing line 
between the small-scale collisions of pairs of particles and the large-scale 
collective effects such as plasma oscillations. It is a happy and not 
fortuitous happening that plasma oscillations of shorter wavelengths can 
independently be shown not to exist because of severe damping. 
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PROBLEMS 

10.1 An infinitely long, solid, right circular, metallic cylinder has radius (R/2) 
and conductivity r1. It is tightly surrounded by, but insulated from, a hollow 
cylinder of the same material of inner radius (R/2) and outer radius R. 
Equal and opposite total currents, distributed uniformly over the cross­
sectional areas, flow in the inner cylinder and in the hollow outer one. 
At t = 0 the applied voltages are short-circuited. 

(a) Find the distribution of magnetic induction inside the cylinders 
before t = 0. 

(b) Find the distribution as a function of time after t = 0, neglecting 
the displacement current. 

(c) What is the behavior of the magnetic induction as a function of time 
for Jong times? Define what you mean by long times. 

10.2 A comparatively stable self-pinched column of plasma can be produced by 
trapping an axial magnetic induction inside the plasma before the pinch 
begins. Suppose that the plasma column initially fiJls a conducting tube of 
radius R0 and that a uniform axial magnetic induction Bzo is present in the 
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tube. Then a voltage is applied along the tube so that axial currents flow 
and an azimuthal magnetic induction is built up. 

(a) Show that, if quasi--equilibrium conditions apply, the pressure-balance 
relation can be written: 

[ B 2 BlJr2 1 f.r2 B,/' p(r) + _z + - + - - dr = 0 
81r 81r r1 4n- r1 r 

(b) If the plasma has a sharp boundary and such a large conductivity 
that currents flow only in a thin layer on the surface, show that for a 
quasi-static situation the radius R(t) of the plasma column is given by the 
equation 

where 

Ro In (Ro) = _! ft f(t) dt 
R R t 0 Jo 

BzoRo 
to=-­

cE0 

and E0/ (t) is the applied electric field. 
(c) If the initial axial field is 100 gauss, and the applied electric field has 

an initial value of I volt/cm and falls almost linearly to zero in 1 millisecond, 
determine the final radius if the initial radius is 50 cm. These conditions are 
of the same order of magnitude as those appropriate for the British toroidal 
apparatus {Zeta), but external inductive effects limit the pinching effect to 
less than the value found here. See E. P. Butt et al., Proceedings of the 
Second International Conference on Peaceful Uses of Atomic Energy, Vol. 32, 
p. 42 (1958). 

10.3 Magnetohydrodynamic waves can occur in a compressible, nonviscous, 
perfectly conducting fluid in a uniform static magnetic induction B0. If the 
propagation dire.ction is not parallel or perpendicular to B0, the waves are 
not separated into purely longitudinal (magnetosonic) or transverse (Alfven) 
waves. Let the angle between the propagation direction k and the field B0 
be 0. 

{a) Show that there are three different waves with phase velocities given by 

U12 = {VA COS 8)2 

ui.s = ½(s2 + VA2) ± ½[(s2 + VA2)2 "".'" 4s2vA2 cos2 0]½ 

where s is the sound velocity in the fluid, and VA = (B02/4rrp0)1A is the 
Alfven velocity. 

(b) Find the velocity eigenvectors for the three different waves, and 
prove that the first (Alfven) wave is always transverse, while the other two 
are neither longitudinal nor transverse. 

{c) Evaluate the phase velocities and eigenvectors of the mixed waves in 
the approximation that VA ►s. Show that for one wave the only appreciable 
component of velocity is parallel to the magnetic field, while for the other 
the only component is perpendicular to the field and in the plane containing 
k and B0• 

10.4 An incompressible, nonviscous, perfectly conducting fluid with constant 
density Po is acted upon by a gravitational potential 1P and a uniform, static, 
magnetic induction B0. 
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(a) Show that magnetohydrodynamic waves of arbitrary amplitude and 
form B1(x. t), v(x, t) can exist, described by the equations 

./- oB1 (B0 , V)B1 = ± v 4rrp0 -
at 

B1 = ± v' 4rrpo v 

(B + B )2 

p + Po"P + 0 Brr 1 = constant 

(b) Suppose that at t = 0 a certain disturbance Bi(x, 0) exists in the 
fluid such that it satisfies the above equations with the upper sign. What 
is the behavior of the disturbance at later times? 

10.5 The force equation for an electronic plasma, including a phenomenological 
collision term, but neglecting the hydrostatic pressure (zero temperature 
approximation) is 

av + (v. v)v = !!....(E + ! x e) -v v 
ot m C 

where vis the collision frequency. 
(a) Show that in the presence of static, uniform, external, electric, and 

magnetic fields, the linearized steady-state expression for Ohm's law 
becomes 

Ji= 2 ai;E; 
j 

where the conductivity tensor is 

w 2 
;/) 

1 
'V 

0 0 

0 

0 

( 1 + :!2) 
and wP(wB) is the electronic plasma (precession) frequency. The direction 
of B is chosen as the z axis. 

(b) Suppose that at t = 0 an external electric field E is suddenly applied 
in the x direction, there being a magnetic induction B in the z direction. 
The current is zero at t = 0. Find expressions for the components of the 
current at all times, including the transient behavior. 

10.6 The effects of finite temperature on a plasma can be described approxi­
mately by means of the correlationless Boltzmann (Vlasov) equation. Let 
/(x, v, t) be the distribution function for electrons of charge e and mass m 
in a one-component plasma. The Vlasov equation is 

41 = of+ V • V / + a . V / = 0 
dt ot a) v 

where V fl) and V 11 are gradients with respect to coordinate and velocity, and 
a is the acceleration of a particle. For electrostatic oscillations of the 
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plasma a = eE/m, where Eis the macroscopic electric field satisfying 

V • E = 41re[f f(x, v, t) d3v - n0] 

If f0(v) is the normalized equilibrium distribution of electrons 

(a) show that the dispersion relation for small-amplitude longitudinal 
plasma oscillations is 

k2 = I k • V vfo d3v 
w 2 k•v-w p 

(b) assuming that the phase velocity of the wave is large compared to 
thermal velocities, show that the dispersion relation gives 

w2 (k • v) ((k • v)2) 
-~1 +2-- +3---,,-- + ••• 
ru 2 co (02 p 

where< ) means averaged over the equilibrium distribution /o(v). Relate 
this result to that obtained in the text with the electronic fluid model. 

(c) What is the meaning of the singularity in the dispersion relation when 
k • v = w? 

10.7 Consider the problem of waves in an electronic plasma when an external 
magnetic field B0 is present. Use the fluid model, neglecting the pressure 
term as well as collisions. 

(a) Write down the linearized equations of motion and Maxwell;s 
equations, assuming all variables vary as exp {ik • x - iwt). 

(b) Show that the dispersion relation for the frequencies of the different 
modes in terms of the wave number can be written 

w2(w2 - w,,2)(w2 - w/· - k2c2)2 

= wn2(w'l- - k2c2)[w2(w2 - wv2 - k2c2) + w:v2c2(k • b)2] 

where bis a unit vector in the direction of B0 ; w2> and wB are the plasma 
and precession frequenciest respectively. 

(c) Assuming wn <{ wp, solve approximately for the various roots for 
the cases (i) k parallel to b, (ii) k perpendicular to b. Sketch your results 
for w2 versus k 2 in the two cases. 
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Special Theory of Relativity 

The special theory of relativity has been treated extensively in many 
books. Its history is interwoven with the history of electromagnetism. In 
fact, one can say that the development of Maxwell's equations with the 
unification of electricity and magnetism and optics forced special relativity 
on us. Lorentz laid the groundwork in his studies of electrodynamics, 
while Einstein contributed crucial concepts and placed the theory on a 
consistent and general basis. Even though special relativity had its origin 
in electromagnetism and optics, it is now believed to apply to all 
types of interactions except, of course, large-scale gravitational phenomena. 
In modern physics the theory serves as a touchstone for possible forms for 
the interactions between elementary particles. Only theories consistent 
with special relativity need to be considered. This often severely limits the 
possibilities. Since the experimental basis and the development of the 
theory are described in detail in many places, we will content ourselves 
with a summary of the key points. 

11.1 Historical Background and Key Experiments 

In the forty years before 1900 electromagnetism and optics were cor­
related and explained in triumphal fashion by the wave theory based on 
Maxwell's equations. Since previous experience with wave motion had 
always involved a medium for the propagation of waves, it was natural for 
physicists to assume that light needed a medium through which to p~opa­
gate. In view of the known facts about light it was necessary to assume 
that this medium, called the ether, permeated all space, was of negligible 
density, and had negligible interaction with matter. It existed solely as a 
vehicle for the propagation of electromagnetic waves. The hypothesis of 

347 
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an ether set electromagnetic phenomena apart from the rest of physics, 
For a long time it had been known that the laws of mechanics were the 
same in different coordinate systems moving uniformly relative to one 
another-the laws of mechanics are invariant under Galilean transfor­
mations. The existence of an ether implied that the laws of electro­
magnetism were not invariant under Galilean coordinate transformations. 
There was a preferred coordinate system in which the ether was at rest. 
There the velocity of light in vacuum was equal to c. In other coordinate 
frames the velocity of light was presumably not c. 

To avoid setting electromagnetism apart from the rest of physics by a 
failure of Galilean relativity there are several avenues open. Some of these 
are: 

1. Assume that the velocity of light is equal to c with respect to a 
coordinate system in which the source is at rest. 

2. Assume that the preferred reference frame for light is the coordinate 
system in which the medium through which the light is propagating is at 
rest. 

3. Assume that, although the ether has a very small interaction with 
matter, the interaction is enough that it can be carried along with astro­
nomical bodies such as the earth. 

A large number of experiments led to the abandonment of all these 
hypotheses and the birth of the special theory of relativity. Three basic 
experiments are: 

(1) Observation of the aberration of star positions during the year, 
(2) Fizeau's experiment on the velocity of light in moving fluids (1859), 
(3) Miche]son-Morley experiment to detect motion through the ether 

(1887). 
The aberration of star light (the small shift in apparent position of 

distant stars during the year) is an ancient phenomenon which finds a 
simple explanation in the motion of our earth in its orbit around the sun 
at a velocity of the order of 3 x 106 cm/sec. Suppose that the star light 
is incident normal to the earth's surface while the velocity of the earth in 
orbit is parallel to the surface. Figure I I. I shows that a telescope m~st be 
inclined at an angle ex., where 

ex.,_, ~ ,-.; 10-4 radian 
C 

(11.1) 

in order that the light pass down it to the observer as the telescope moves 
along. Six months later the velocity vector v will be in the opposite 
direction. The star will then appear at an angle ex on the other side of the 
vertical. The apparent positions of stars trace out elliptical paths on the 
celestial sphere during the year with angular spreads of the order of (11.1). 
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Fig. 11.1 Aberration of star positions. 

This simple explanation. of aberration contradicts the hypothesis that the 
velocity of light is determined by the transmitting medium ( our atmosphere 
in this case) or that the ether is dragged along by the earth. In neither case 
would aberration occur. 

Fizeau's experiment involved measuring, by means of an interferometer, 
the velocity of light in liquids flowing in a pipe, both in the direction of and 
opposed to the propagation of the light. If the index of refraction of the 
liquid is n, then depending on which of the various hypotheses one 
chooses, he expects the velocity to be 

C u = -, 
n 

C -±v 
n 

(11.2) 

where v is the velocity of flow. The actual result found by Fizeau was, 
within experimental error, 

u = ~ ± v(1 - !) (11.3) 
n n2 

We note that this result can be made consistent with the ether being dragged 
along by the earth only by assuming that smaller bodies are partially 
successful in carrying the ether with them. Even then the assumption is 
rather artificial in that their effectiveness at carrying the ether involves 
their indices of refraction.* 

The Michelson-Morley experiment was designed to detect a motion of 
the earth relative to a preferred reference frame (the ether at rest) in which 
the velocity of light is c. The basic apparatus is shown schematically in 
Fig. 11.2. A laboratory light source S is focused on a thinly silvered glass 
plate P which divides the light into two beams at right angles to each other, 
one of which goes to mirror M 1 and is reflected back through the plate 

* Actually formula (11.3) is a theoretical one proposed in 1818 by Fresnel on the basis 
of a model in which the density of the elastic ether in matter is proportional to n2• 
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Fig. 11.2 Michelson-Morley experiment. 

to B1 and the other of which goes to mirror M2, back to the plate, and is 
reflected to B2. Conditions are such that the two beams travel almost the 
same path length. Small differences in path length or in the times taken to 
traverse the paths are detected by observing shifts in interference fringes 
produced by the two beams. Toe whole apparatus was attached to a stone 
slab floating in mercury so that it could be rotated. Suppose that velocity 
v of the earth through the ether is parallel to the light path from P to M2. 

Then the velocity of light relative to the apparatus on the path from P to 
M 2 and return is c ± v. If the path distance from P to M2 is d2, the time 
taken by the light to go from P to M 2 and return is 

(11.4) 

For the path from P to M1 and return it is convenient to view things from 
the preferred coordinate frame. Then it is evident that the path length 
traversed is greater than d1 , the distance from P to M1, because the mirror 
is moving with velocity v through the ether. 

Figure 11.3 shows the geometrical relations. Evidently sin oc = v/c, so 
that the effective path length is 

and the time taken is 

(11.5) 
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The difference between the two transit times is 

11. 2[ d2 d1 ] J..l.t = t2 - t1 = - - J c v2 v2 
1-- 1--

c2 c2 

(11.6) 

If we assume that v ~ c, we can expand the denominators, obtaining 

Jit ~ ~[(d, - d,) + ::( d, - ~•)] (11.7) 

If the apparatus is now rotated through 90°, the transit times become 

t,'=2d·g 
C v2 

1- -
c2 

(11.8) 

and the difference, to lowest order, is 

11. , 2[ v2(d2 )] ut ,_, ~ (d2 - d1) + c2 2 - d1 (11. 7') 

Since At and At' are not the same, we expect a shift in the interference 
fringes upon rotation of the apparatus, the shift being proportional to 

1 v2 
At' - At = - - (d1 + d2)-:- (11.9) 

C c2 

Since the orbital velocity of the earth is about 3 x 106 cm/sec, we expect 
v2/c2 r--,.J 10-s, at least at some time of the year. With (d1 + d2) r--,.J 3 x 102 

cm, the time difference (11.9) is 10-16 sec. This means that the relevant 
length (to be compared to a wavelength of light) is c IAt' - Atl "-' 3 x 
10-s cm = 300 A. Since visible Jight has wavelengths of the order of 

p 

I 
I 
1d1 
I 
I ____ _l ____ _ 

p 

Fig. 11.3 
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3000 A, the expected effect is a fringe shift of about one-tenth of a fringe. 
The accuracy of the Michelson-Morley experiment was such that a 
relative velocity of I 06 cm/sec would have been seen (i.e., one-third of the 
above estimate). No fringe shift was found. Since the original work of 
Michelson the experiment has been repeated many times with modifi­
cations such as very unequal path lengths. No evidence for relative motion 
through the ether has been found. A summary of all the available evidence 
has been given by Shankland et al., Revs. Modern Phys., 27, 167 (1955). 

The negative result of the Michelson-Morley experiment can be ex­
plained on the ether-drag hypothesis. But that hypothesis is inconsistent 
with the aberration of star light. Only the so-called emission theories, 
where the velocity of light is constant relative to the source, are consistent 
with all three of the experiments cited. And we will see in the next section 
that other experiments exclude suc};l. theories. On the positive side the 
Michelson-Morley experiment can be thought of as restoring electro­
magnetism to the rest of physics in the matter of relativity. No observable 
effects were found which depended on the motion of the apparatus 
relative to some conjectured absolute reference frame. It should be 
mentioned, however, that FitzGerald and Lorentz (1892) explained the 
null result while still retaining the ether concept by postulating that all 
material objects are contracted in their direction of motion as they move 
through the ether. The rule of contraction is 

J v2 
L(v) = L0 1 - 2 

C 
(11.10) 

It is clear from (11.4) or (11. 7) that this hypothesis leads to a zero result 
for (Lit' - L\t) in place of (11.9). The FitzGerald-Lorentz contraction 
hypothesis was perhaps the last gasp of the ether advocates, and it contains 
the germ of the special theory of relativity. The contraction phenomenon 
is present in special relativity, but in a more general way applying to all 
systems in relative motion with one another. Going along with it is the 
phenomenon of time dilatation (not postulated by FitzGerald or Lorentz), 
an experimentaJly we11-founded effect. These are discussed in Section 11.3. 

11.2 The Postulates of Special Reladvity and the Lorentz 
Transformation 

In 1904 Lorentz showed that Maxwell's equations in vacuum were 
invariant under a transformation of coordinates given by (11.19) below, 
and now called a Lorentz transformation, provided the field strengths were 
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suitably transformed. By supposing that all matter was essentially electro­
magnetic in origin and so transformed in the same way as Maxwell's 
equations, Lorentz was able to deduce the contraction law (11.10). Then 
Poincare showed that the transf orrnation of charge and current densities 
could be made in such a way that all the equations of electrodynamics are 
invariant in form under Lorentz transformations. In 1905, almost at the 
same time as Poincare and without knowledge of Lorentz's paper, Einstein 
formulated special relativity in a general and complete way, obtaining the 
results of Lorentz and Poincare, but showing that the ideas were of much 
wider applicability. Instead of basing his discussion on electrodynamics, 
Einstein showed that just two postulates were necessary, one of them 
involving only a very general property of light. 

The two postulates of Einstein were: 

1. POSTULATE OF RELATIVITY 

The laws of nature and the results of all experiments performed 
in a given frame of reference are independent of the translational 
motion of the system as a whole. Thus there exists a triply infinite 
set of equivalent reference frames moving with constant velocities 
in rectilinear paths relative to one another in which all physical 
phenomena occur in an identical manner. 

For brevity these equivalent coordinate systems are called Galilean 
reference frames. The postulate of relativity is consistent with all our 
experience with mechanics where only relative motion between bodies is 
relevant. It is also consistent with the Michelson-Morley experiment and 
makes meaningless the question of detecting motion relative to the ether. 

2. POSTULATE OF THE CONSTANCY OF THE VELOCITY OF LIGHT 

The velocity of light is independent of the motion of the source. 

This hypothesis, untested when Einstein proposed it, is necessary and 
decisive in obtaining the Lorentz transformation and all its consequences 
(see below). Because our classical concept of time as a variable independent 
of the spatial coordinates is destroyed by this postulate, its acceptance was 
resisted vehemently for a number of years. Many ingenious attempts were 
made to invent theories which would explain all the observed facts without 
this assumption. One notable one was Ritz's version of electrodynamics, 
which kept the two homogeneous Maxwe1l's equations intact but modified 
the equations involving the sources in such a way that the velocity of light 
was equal to c onJy when measured relative to the source. Experiments 
have proved all such theories wrong and have established the constancy 
of the velocity of light independent of the motion of the source. One such 
experiment is the Michelson.Morley interferometer experiment performed 
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with starlight, rather than a terrestrial light source. No effect was observed 
which could be attributed to a change in the velocity of light due to the 
relative motion of the star and the earth. Another experiment on the light 
from rotating binary stars showed that the velocity of light depends 
negligibly (if c' = c + kv, then k < 0.002) on the motion of the stars 
toward or away from us. 

The constancy of the velocity of light, independent of the motion of the 
source, allows us to deduce the connection between space-time coordinates 
in different Galilean reference frames. To see how this is possible we 
consider two coordinate systems Kand K'. System K' has its axes parallel 
to those of K, but it is moving with a velocity v in the positive z direction 
relative to the system K, as shown in Fig. 11.4. Points in space and time 
in the two systems are specified by (x, y, z, t) and (x', y', z', t'), respectively. 
For convenience we suppose that a common origin of time t = t' = 0 is 
chosen at the instant when the two sets of coordinate axes exactly overlap. 
Now we imagine an observer in each reference frame equipped with the 
necessary apparatus (e.g., a network of correlated clocks and photocells 
at known distances from the origin) to detect the arrival time of a light 
signal from the origin at various points in space. If there is a light source 
at rest in the system K (and so moving with velocity v in the negative z 
direction in system K') which is flashed on and off rapidly at t = t' = OJ 
then Einstein's second postulate implies that each observer will see his 
photocell network respond to a spherical shell of radiation moving out­
ward from his origin of coordinates with velocity c. Consequently the 
arrival time t of the pulse at a detector located at (x, y, z) in system K will 
satisfy the equation: • 

x2 + y2 + z2 - c2t2 = 0 

Similarly, in system K 1 the wave front is described by 

x'2 + y'2 + z'2 - c2t'2 = 0 

(11.11) 

(1 L 12) 
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Relations (11.11) and (11.12) seem to violate the first postulate of relativity. 
If two observers in different coordinate systems both see spherical pulses 
centered on a fixed origin in each system, the spheres must be different! 
This apparent contradiction is resolved when we allow the possibility that 
events which are simultaneous in one coordinate system are not necessarily 
simultaneous in another coordinate system moving relative to the first. We 
can now anticipate that time is no longer an absolute quantity independent 
of spatial variables and of relative motion. 

To obtain a connection between the coordinates (x', y', z', t') of system 
K' and (x, y, z, t) of system Kit is only necessary to assume that the trans­
formation is linear. This seems very plausible and is equivalent to the 
assumption that space-time is homogeneous and isotropic. If the trans­
formation is linear, the only possible connection between the quadratic 
forms (11.11) and (11.12) is 

(I 1.13) 

where).= l(v) with ).(0) = 1. The presence of ii. allows for the possibility 
of an overall scale change in going from K to K'. But shells of radiation 
are spheres in both systems. From the hypothesis that K' is moving 
parallel to the z axis of K, it is evident that the transformation of x', y' 
must be 

x' = ),x, y' = ).y (I 1.14) 

independent of the time, because motion parallel to the z axis in K' must 
remain so in K. Then the most general linear connection between z', t' 
and z, tis 

(I 1.15) 

A factor A has been extracted for convenience. The coefficients a1, a2, b1, b2 

are functions of v with the following limiting values as v -ir O: 

ll1 1 

Jim a2 0 
- (11.16) 11 ➔0 

bl 1 

b2 0 

The origin of K' moves with a velocity v in the system K. Consequently 
its position is specified by z = vt. This means that a2 = -va1 in (11.15). 
If equations (11.15) are now substituted into (11.13), three algebraic 
relations between a1, b1, and b2 are obtained. These are easily solved to 
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give the following values, with signs chosen to agree with (11.16): 

1 
a1=h1=g 

v2 
1 - --, 

c2 

V 
b2 = - c2 a1 

(11.17) 

There remains the problem of the determination of 1(v). If a third 
reference frame K" is considered to be moving with a velocity -v parallel 
to the z axis relative to K'~ the coordinates (x", y", z", t") can be obtained 
in terms of (x', y', z', t') from the above results merely by the change 
v ~ -v. But the system K" is just the original system K, so that x" = x, 
y" = y, z" = z, t" = t. This leads to the requirement that 

J.(v) .t(-v) = 1 (11.18) 

But l(v) must be independent of the sign of v, since it represents a scale 
change in the transverse direction. Consequently l(v) = 1. Then we can 
write down the Lorentz transformation, connecting coordinates in K' to 
those in K: 

z - vt 
z' = J v"' 

1 - c2 

I I 
X = X, y = y 

(11.19) 

Transformation (11.19) represents a special case in which the relative 
motion of Kand K' is parallel to the z axis. It is a straight~forward matter 
to write down the result for an arbitrary velocity v of translation of K' 
relative to K, as shown in Fig. 11.5. Equation (11.19) clearly applies to 
parallel and perpendicular components of the coordinates relative to v: 

x,1' = J 1 (x11 - vt), 
v2 

1- -
c2 

t' = l ( t - ~) 
~' c2 

,JI - ~ 

(11.20) 
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With the definition that x11 = [(v • x)v]/v2 and x.L = x - x11 , equations 
(11.20) can be combined to yield the general Lorentz transformation:* 

1 ( 1 )X • V 1 X = X + ----::== - 1 -- V - ---= Vt 
/ v2 v2 g2 
~-- 1--'V c2 c2 

, 1 ( X•V) 
t = J1 -v2 t-7 

c2 

(11.21) 

It should be noted that (11.21) represents a single Lorentz transformation 
to a reference frame K' moving with velocity v relative to the system K. 
Successive Lorentz transformations do not in general commute. It is easy 
to show that they commute only if the successive velocities are parallel. 
Consequently three successive transformations corresponding to the com­
ponents of the velocity v in three mutually perpendicular directions yield 
different results, depending on the order in which the transformations are 
applied~ and none agrees with (11.21). (See Problem 11.2.) 

11.3 FitzGerald-Lorentz Contraction and Time Dilatation 

As has already been mentioned, FitzGerald and Lorentz proposed the 
contraction rule (11.10) for the dimensions of an object parallel to its 

• The word "general" is not really applicable to transformation ( 11.21 ). The connota­
tion here is that the direction of the velocity v is arbitrary. But a more general trans­
formation would allow the axes in K' to be rotated relative to those in K. Even this 
Lorentz transformation is not the most general, since it is still homogeneous in the co­
ordinates. The general inhomogeneous Lorentz transformation allows translation of the 
origin in space-time as well. See Meller, Section 18. 
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motion at velocity v through the ether; Lorentz was able to give the rule 
an electrodynamic basis from the properties of Maxwell's equations under 
Lorentz transformations. We now show that the contraction of lengths 
in the direction of motion is a more general phenomenon which applies to 
all relative motion. Consider a rod of length L0 at rest parallel to the z' 
axis in the system K' of the previous section. as indicated schematically in 
Fig. 11.6. By definition L0 = z2' - z1', where z11 and ½' are the coordinates 
of the end points of the rod in K'. In the systemKthelength L of the rod is, 
again by definition, L = z2 - z1, where z2 and z1 are the instantaneous 
coordinates of the end points of the rod, observed at the same time t. 
From (11.19) the length in K' is 

, Z2 - Z1 L 
Lo=z2'-z1 =g=g2 

- 1- -
c2 c2 

(11.22) 

which is just the FitzGerald~Lorentz result (11.10). Note that in the 
system K the length is defined at equal times t. The fact that this is not at 
equal times in the system K' is not relevant for the definition of length in 
the system K. This again illustrates that simultaneity is only a relative 
concept. 

Another consequence of the special theory of relativity is time dilatation. 
A clock moving relative to an observer is found to run more slowly than 
one at rest relative to him. The most fundamental "clocks" which we 
have available are the unstable elementary particles. Each type of particle 
decays at rest with a well-defined lifetime (mean life) which is unaltered by 
external fields, apart from nuclear or atomic force fields which cause 
transformations that are well understood.* These particles can serve 
therefore as ''clocks" which can be examined at rest and in motion. 
Suppose that we consider a meson of lifetime 70 at rest in the system K' 

* For example, negative mu mesons can become bound in hydrogen-like orbits 
around nuclei with binding energies that are not negligible compared to the energy 
liberated in their decay. Since the rate of decay depends sensitively on the energy release 
(closely as the fifth power of A.E), tightly bound negative mu mesons exhibit a consider­
ably slower rate of decay than unbound ones. 
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which is moving with uniform velocity v relative to the system K. We 
assume that the meson is created at the origin of K' at time t' = t = 0. As 
seen from the system K the position of the meson is given by z = vt. If it 
lives a time -r0 in K', then at its instant of decay, we find 

t- ; 2 z ~ 
t' = -r O = -✓-:==v=-2 = t ,J 1 - ~ 

1--., 
c· 

(11.23) 

The time tis the meson's lifetime -r as observed in the system K. Con­
sequently 

'T = J To 2 

1 - £_ 
c2 

(11.24) 

When viewed from K the moving meson lives longer than a meson at rest 
in K. The "clock" in motion is observed to run more slowly than an 
identical one at rest. 

Time dilatation has been observed in cosmic rays with high-energy mu 
mesons. These mesons are produced as secondary particles at a height of 
the order of 10 or 20 km, and a large fraction of them reach the earth's 
surface. Since the mean lifetime of a mu meson is -r0 = 2.2 x 10-6 sec, 
it could travel no more than cT0 = 0.66 km on the average before decaying 
if no time dilatation occurred. Clearly dilatation factors of the order of 
10 or more are involved, consistent with the high energies (velocities 
approaching the velocity of light) of these particles. 

A laboratory experiment exhibiting time dilatation with pi mesons is 
not difficult to perform. Charged pi mesons have a mean lifetime To= 

2.56 x I0-8 sec. An experiment studying the numbers of charged pi 
mesons decaying in flight per unit length as a function of distance from the 
point of production was done at Columbia University.• The mesons had 
a velocity v ,..._, 0.75c. The numbers of mesons decaying per unit distance 
should follow an exponential law N(x) = N0e-xf'-, where A is the mean 
free path in the laboratory and xis the distance from the source (corrected 
for finite solid angles, etc.). Figure 11. 7 shows schematically the results of 
the experiment. The mean free path is A= 8.5 ± 0.6 meters. Since 
}, = v-r, the laboratory lifetime is T = 3.8 ± 0.3 x I0-8 sec. Consequently 

:!.. = 3.8 ± 0.3 = 1.5 ± 0.1 
To 2.56 

• Durbin, Loar, and Havens, Phys. Rev., 88, 179 (1952). This experiment was per­
formed to measure the lifetime of the pi meson. The validity of time dilatation was 
assumed. But with independent knowledge of the lifetime, the argument can be inverted 
as we do here. 
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Fig. 11.7 Number ofpi mesons decaying 
per unit distance as a function of distance 
from the point of production (schematic). 

This value is to be compared with 1.51 calculated from (11.24) with 
v = 0.75c. The laboratory experiment on time dilatation is not so 
dramatic as the cosmic rays but has the great virtue of being performed 
under controlled conditions in a comparatively small space. 

11.4 Addition of Velocities: Aberration and the Fizeau Experiment; 
Doppler Shift 

The Lorentz transformation (11.19) can be used to obtain the addition 
law for velocities. Suppose that there is a velocity vector u' in the system 
K' which makes polar angles O', rf,' with the z' axis as shown in Fig. 11.8. 
The system K' is moving relative to the system K with a velocity v in the z 
direction. We want to know the components of velocity u as seen in the 
system K. From (11.19), or rather the inverse transformation, the dif­
ferential expressions for dx, dy, dz, dt can be obtained: 

dx = dx', dy = dy' 

dz = g (dz' + v dt'), 
v2 

1- -
c2 

This means that the components of velocity are 

J v2 
1 - - U I 2 y 

U - C 11 -

(1 + v;:') 

(11.25) 

(11.26) 
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The magnitude of u and the angles 8, </, of u in the system Kare easily 
found. Since u//u,,,1 = uzf u11 , the azimuthal angles are equal, </, = </,1 • 

Similarly g I• (J' 
tan 0 = u sm 

C u I cos 0' + V 

and 

Ju••+ v• + 2u'v cos 0' - [-u'_v_s_in_0-'] 2 

U= C 

(11.27) 

( u'v ) 1 + c2 cos(}' 

The inverse results for (u', 0') in terms of (u, 0) can be obtained· by inter­
changing u+.-+ u', Of-+()', and also changing the sign of v. 

Study of (11.26) or (I 1.27) shows that for velocities u' and v both small 
compared to c the addition law is just that of Galilean relativity, u = u' + 
v. But for either velocity approaching that of light, modifications appear. 
It is impossible to obtain a velocity greater than that of light by adding 
two velocities, even if each is very close to c. For the simple case of parallel 
velocities the addition law is 

U 1 + V 
U=--­, 

1+~ 
c2 

(11.28) 

If u' = c, then (11.28) shows that u = c also. This is merely an explicit 
statement of Einstein's second postulate. 

The laws of addition of velocities are in accord with both the aberration 
of starlight and the Fizeau experiment. For the aberration, the velocity u' 

z z' 

V 

u' 

y' 

y 

Fig. 11.8 Addition of velocities. 
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is that of light in the system K', namely, u' = c, and v is the orbital velocity 
of the earth. Then the angle 0 is related to O' by 

~ sin0' 
tan O =~I - :i 

C cos()' + E 
C 

For starlight incident normally on the earth ()' = 'Tr/2. Then 

cg2 tan (J = - I - -
V c2 

The angle O is the complement of the angle oc in (11.1). Thus 

v/c 
tan oc = ---::=== Jl - v2 

c2 

(11.29) 

(11.30) 

(11.31) 

completely consistent with observation. (Since v/c ,_, 10-4, the departure 
of the radical from unity is far beyond the realm of observation.) 

In the simplest version of the Fizeau experiment the liquid flows with 
velocity v parallel or antiparallel to the path of light. If the liquid has an 
index of refraction n we may assume that light propagates with a velocity 
u' = c/n relative to the liquid. From (11.28) the velocity of light observed 
in the laboratory is 

C -±v 
n C ( 1) u=---~-±v 1- 2 
l±!_ n n 

nc 

(11.32) 

The latter expression is the expansion to lowest order of the exact result. 
This is in agreement with the Fresnel formula (11.3). Actually there is an 
added term in ( 11.32) if the index of refraction is a function of wavelength. 
It comes about because of the Doppler shift in wavelength in the moving 
liquid. The increase Al in wavelength in the moving medium is 

V 
Al= ±ln­

c 
(11.33) 

correet to lowest order in v/c for the parallel and antiparallel velocities, 
respectively. Consequently the appropriate velocity of light in the liquid 
is 

c c c dn A ____ ,....., _ - --L\.A. 
n(l + L\.l) n(J.) n2 dA 
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Then the corrected expression to replace (I 1.32) is 

u = ~ ± v(1 - _!_ - ~ ~) 
n n2 n dA 

(11.34) 

The correction due to dispersive effects has been observed. 
The relativistic Doppler shift formulas can be obtained from the fact 

that the phase ofa light waveis an invariant quantity. Actually, the phase of 
any plane wave is invariant under a Lorentz transformation, the reason 
being that the phase can be associated with mere counting which is 
independent of coordinate frame. Consider a plane wave of frequency w 
and wave vector kin the reference frame K. An observer at the point P 
with coordinate xis equipped to record the number of wave crests which 
reach him in a certain time. If the wave crest passing the origin at t = 0 is 
the first one which he records (when it reaches him), then at time t he will 
have counted 

1 -(k • x - wt) 
21T 

wave crests. Now imagine another reference frame K' which moves 
relative to the frame K with a velocity v parallel to the z axis, and has its 
origin coincident with that of Kat t = 0. An observer in K' at the point 
P' with coordinate x' is equipped similarly to the one in K. He begins 
counting when the w~ve crest passing the origin reaches him, and con­
tinues counting until time t'. If the point P' is such that at the end of the 
counting period it coincides with the point P, then both observers must have 
counted the same number of wave crests. But the observer in K' has 
counted 

1 
- (k' • x' - w't') 
21r 

wave crests, where k' and w' are the wave vector and frequency of the plane 
wave in K'. Thus the phase of the wave is invariant. Consequently we 
have 

.,_, , , ' k 
a. • X - W t = • X - Wt (11.35) 

Using the transformation formulas (11.19), we find 

ro'= g(w-vkJ 
v2 

1--
c2 

(11.36) 
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For light waves, ]kl = w/c and lk'I = w' /c. Hence these results can be 
expressed in the form: 

w' = ji "'_ ~( 1 - ~ cos O) 
c2 

RsinO 
tan ()' = ----­

cos() - ~ 
C 

(11.37) 

where() and()' are the angles ofk and k' relative to the direction of v. This 
last equation is just the inverse of (11.29). 

It is sometimes useful to have the frequency al expressed in terms of the 
angle ()' of the wave in the frame K'. From the inverse of the first equation 
in (11.37), it is evident that the desired expression is 

j1 -~ru 

w' = ---- (11.38) 

( 1 +!cos 0') 

The first equation in (11.37) is the customary Doppler shift, modified 
by the radical in the denominator. The presence of the square root shows 
that there is a transverse Doppler shift, even when 6 = ,,, /2. This relati­
vistic transverse Doppler shift has been observed spectroscopically with 
atoms in motion (Ives-Stilwell experiment, 1938). It also has been observed 
using a precise resonance-absorption technique, with a nuclear gamma-ray 
source on the axis of a rapidly rotating cylinder and the absorber attached 
to the circumference of the cylinder. 

11.5 Thomas Precession 

In 1926, Uhlenbeck and Goudsmit introduced the idea of electron spin 
and showed that, if the electron had a g factor of 2, the anomalous Zeeman 
effect could be explained, as well as the existence of multiplet splittings. 
There was a difficulty, however, in that the observed fine-structure intervals 
were only one-half the theoretically expected values. If a g factor of unity 
were chosen, the fine-structure intervals were given correctly, but the 
Zeeman effect was then the normal one. The complete explanation of spin, 
including correctly the g factor and the proper fine-structure interaction, 
came only with the relativistic electron theory of Dirac. But within the 
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framework of an empirical spin angular momentum and a g factor of 2, 
Thomas showed that the origin of the discrepancy was a relativistic 
kinematic effect which, when included properly, gave both the anomalous 
Zeeman effect and the correct fine-structure splittings. The Thomas 
precession, as it is called, also gives a qualitative explanation for a spin­
orbit interaction in atomic nuclei and shows why the doublets are 
"inverted" in nuclei. 

The Uhlenbeck-Goudsmit hypothesis was that an electron possessed a 
spin angular momentum S (which could take on quantized values of ±li/2 
along any axis) and a magnetic moment fl. related to S by 

e 
IJ,=-S 

me 
(11.39) 

The customary relation between magnetic moment and angular momentum 
is given by (5.64). Equation (11.39) shows that the electron has a g factor 
of 2. Suppose that an electron moves with a velocity v in external fields E 
and B. Then the equation of motion for its angular momentum in its rest 
frame is 

dS - = f' X B' 
dt 

(11.40) 

where B' is the magnetic induction in that frame. We will show in Section 
11.10 that in a coordinate system moving with the electron the magnetic 
induction is 

B' <:e ( B - ~ x E) (11.41) 

where we have neglected terms of the order of (ir/ c"). Then (11.40) 
becomes 

dS = 11 x (e - ! x E) 
dt C 

(11.42) 

Equation (11.42) is equivalent to an energy of interaction of the electron . 
spm: 

(11.43) 

In an atom the electric force eE can be approximated as the negative 
gradient of a spherically symmetric average potential energy V(r ). For one­
electron atoms this is, of course, exact. Thus 

rdV 
eE= --­

rdr 
(11.44) 
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Then the spin-interaction energy can be written 

V' = - .!!_ S • B + - 1- (S · L) l dV (11.45) 
me m2c2 r dr 

where L = m(r x v) is the electron's orbital angular momentum. This 
interaction energy gives the anomalous Zeeman effect correctly, but has a 
spin-orbit interaction which is twice too large. 

The error in (1 1.45) can be traced to the incorrectness of (11.40) as an 
equation of motion for the electron spin. The left-hand side of (11.40) 
gives the rate of change of spin in the rest frame of the electron. This is 
equal to the applied torque (µ x B') only if the electron's rest frame is not 
a rotating coordinate system. If, as Thomas first pointed out, that co­
ordinate system rotates, then the time rate of change of any vector Gin that 
system is* 

dG (dG) - = - - WT )( G 
dt dt nonrot 

where wT is the angular velocity of rotation found by Thomas. 
applied to the electron spin, (11.46) gives an equation of motion: 

dS = S x (eB' + wp) 
dt me 

The corresponding energy of interaction is 

U= U'-S•wT 

where U' is the electromagnetic spin interaction ( 11.45). 

(11.46) 

When 

(11.47) 

(11.48) 

The origin of the Thomas precessional frequency Wx is the acceleration 
experienced by the electron as it moves in its atomic orbit. Figure 11.9 
shows the electron at position 1 at a time t with instantaneous velocity 

* See, for exampJe, Goldstein, p. 133. 



(Sect. 11.5] Special Theory of Relativity 367 

vector v, and at position 2 an infinitesimal time later (t + 61) with 
velocity v + c5v. The increment in velocity is related to the electron's 
acceleration a by bv = a bt. At time t the electron's rest frame K' and the 
laboratory frame Kare related by a Lorentz transformation with velocity 
v. At time t + bl the electron's rest frame has now changed to K", 
related to K by a Lorentz transformation with velocity v + (5v. The 
question now arises, "How are the coordinate f~ames K" and K' related? 
That is, how do the axes in the electron's rest frame behave in time?" As 
viewed from the laboratory, in a time bt the electron undergoes an infini­
tesimal change in velocity c5v. Consequently we might anticipate that K" 
and K' would be connected by a simple infinitesimal Lorentz transfor­
mation. If so, (I 1.45) would be correct as it stands. To see that the con­
nection is more than a mere Lorentz transformation we note that the 
transformation from K' to K" is equivalent to two successive Lorentz 
transformations, one with velocity -v, and the other with velocity v + ov: 

K' ~ K ~ K" (11.49) 

Now it is generally true that two successive Lorentz transformations are 
equivalent to a single Lorentz transformation plus a rotation. Using the 
general formula (11.21) twice, it is a straightforward matter to show that 
the time variables in K" and K' are related by 

t" = t' - > Ji 1_ ~[dv + cri-=1-J/ v] (11.50) 

correct to first order in bv. This shows that the direct transformation from 
K' to K" involves an infinitesimal Lorentz transformation with a velocity 

1 [ ( 1 )v • bv ] ~v = ----::== 6v + ----::== - 1 - 2 - v J v2 J v2 v 1-- 1--
c2 c2 

(11.51) 

The corresponding transformation of the coordinates is 

11 1 + ( 1 1) , (V X ()y) A t' X = X g- X X V2 - UV 

-
C 

(11.52) 

Comparison with x" = x' + x' x ~n for a rotation of axes by an in­
finitesimal angle i1n shows that the coordinate axes in K'1 are rotated 
relative to those in K' by an angle 

6-Q.=( 1 v•-1r:;5v 
)1- c2 

(11.53) 
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This shows that the coordinate axes in the electron's rest frame precess 
with an angular velocity 

( 
1 )v x a 1 

wT = J1 - v2 - 1 v2 ,-.._J 2c2 v x a 

c2 

(11.54) 

where the result on the right is an approximation valid if v ~ c. We 
emphasize the purely kinematic origin of the Thomas precession by noting 
that nothing has been said about the cause of the acceleration. If a 
component of acceleration exists perpendicular to v, then there is a Thomas 
precession, independent of other effects such as precession of the magnetic 
moment in a magnetic field. 

For electrons in atoms the acceleration is caused by the screened 
Coulomb field (11.44). Thus the Thomas angular velocity is 

Wp ~ __!_ r xv! dV = _1_ L ! dV (ll.SS) 
2c2 m r dr 2m2c2 r dr 

It is evident from (11.48) and (11.45) that the extra contribution to the 
energy from the Thomas precession just reduces the spin-orbit coupling 
by a factor of½ (sometimes called the Thomas factor), yielding 

V=-~S•B+-1-S-L_!dV (11.56) 
me 2m2c2 r dr 

as the correct spin-orbit interaction energy for an atomic electron. 
In atomic nuclei the nucleons experience strong accelerations due to the 

specifically nuclear forces. The electromagnetic forces are comparatively 
weak. In an approximate way one can treat the nucleons as moving 
separately in a short-range, spherically symmetric, attractive, potential 
well, VN(r). Then each nucleon will experience in addition a spin-orbit 
interaction given by ( 11.48) with the negligible electromagnetic contri­
bution U' omitted: 

(11.57) 

where the acceleration in Wp is determined by VN(r). The form ofwT is 
the same as (11.55) with V replaced by VN. Thus the nuclear spin-orbit 
interaction is approximate! y 

UN"'- l S·L!dVN (11.58) 
2M2c2 r dr 

In comparing (I 1.58) with atomic formula (11.56) we note that both V 
and Vv are attractive (although V N is much larger), so that the signs of 
the spin-orbit energies are opPosite. This means that in nuclei the single 
particle levels form "inverted" doublets. With a reasonable form for V.v, 
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(11.58) is in qualitative agreement with the observed spin-orbit splittings 
in nuclei. 

11.6 Proper Time and the Light Cone 

In the previous sections we have explored some of the physical con­
sequences of the special theory of relativity and Lorentz transformations. 
In the next two sections we want now to discuss some of the more formal 
aspects and to introduce some notation and concepts which are very useful 
in a systematic discussion of physical theories within the framework of 
special relativity. 

In Galilean relativity space and time coordinates are unconnected. 
Consequently under Galilean transformations the infinitesimal elements 
of distance and time are separately invariant. Thus 

ds2 = dx2 + dy2 + dz2 = ds'2 

dt2 = dt'2 ) (I 1.59) 

For Lorentz transformations, on the other hand, the time and space 
coordinates are interrelated. From (11.21) it is easy to show that the 
invariant "length" element is 

ds2 = ax2 + dy2 + dz2 - c2 dt2 (11.60) 

This leads immediately to the concept of a Lorentz invariant proper time. 
Consider a system, which for definiteness we will think of as a particle, 
moving with an instantaneous velocity v(t) relative to some coordinate 
system K. In the coordinate system K' where the particle is instantaneously 
at rest the space-time increments are dx' = dy' = dz' = 0, dt' = d-r. Then 
the invariant length (11.60) is 

- c2 d,.,2 = dx2 + dy2 + dz2 - c2 dt2 

In terms of the particle velocity v(t) this can be written 

g d-r = dt 
C 

(11.61) 

(11.62) 

Equation (11.62) shows the time-dilatation effect already discussed. But 
much more important, by the manner of its derivation (11.62) shows that 
the time -r, called the proper time of the particle, is a Lorentz invariant 
quantity. This is of considerable importance later on when we wish to 
discuss various quantities and their time derivatives. If a quantity behaves 
in a certain way under Lorentz transformations, then i~s proper time 
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Fig. 11.10 World line of a system and the 
light cone. The unshaded interior of the cone 
represents the past and the future, while the 
shaded region outside the cone is called 
.. elsewhere." A point inside (outside) the 
light cone is said to have a time-like (space• 

like) separation from the origin. 

derivative will behave in the same way because of the invariance of dT. 
But its ordinary time derivative will not have the same transformation 
properties. From (I l.62) we see that a certain proper time interval 
(T2 - 7 1) will be seen in the system Kasa time interval 

t2 - t1 = J,T2 d-r 

T 1 JI _ v2(,r) 
c2 

where /1 and t2 are the corresponding times in K. 

(11.63) 

Another fruitful concept in special relativity is the idea of the light cone 
and "space-like" and "time-like" separations between two events. Con­
sider Fig. 11.10, in which the time axis (actually ct) is vertical and the space 
axes are perpendicular to it. For simplicity only one space dimension is 
shown. At t = 0 a physical system, say a particle, is at the origin. Because 
the velocity of light is an upper bound on all velocities, the space-time 
domain can be divided into three regions by a "cone," called the light cone, 
whose surface is specified by x2 + y2 + z2 = c2t2• Light signals emitted 
at t = 0 from the origin would travel out the 45° lines in the figure. But 
any material system has a velocity less than c. Consequently as time goes 
on it would trace out a path, called its world line, inside the upper half­
cone, e.g., the curve OB. Since the path of the system lies inside the upper 
half-cone for times t > 0, that region is called the future. Similarly the 
lower half-cone is called the past. The system may have reached Oby a 
path such as AO lying inside the lower half-cone. The shaded region 
outside the light cone is called elsewhere. A system at O can never reach 
or come from a point in space-time in elsewhere. 

The division of space-time into the past-future region and the elsewhere 
region can be emphasized_ by considering the invariant separation between 
two events Pi(x1, y1, z1, t1) and Pix2, y2, z2, tJ in space-time: 
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For any two events P1 and P2 there are two possibilities: (1) s122 > 0, 
(2) s122 < 0. If s1l > 0, the events are said to have a space-like separation, 
because it is always possible to find a Lorentz transformation to a new 
coordinate system K' where (t1' - t2') = 0 and 

(11.65) 

That is, the two events are at different space points at the same instant of 
time. In terms of Fig. 11.10, one of the events is at the origin and the other 
lies in elsewhere. If s122 < 0, the events are said to have a time-like separ­
ation. Then a Lorentz transformation can be found which will make x1' 

I I I I I d = X2 , Y1 = Y2 , Zi = z2 , an 

(11.66) 

In the coordinate system K' the two events are at the- same space point, 
but are separated in time. In Fig. 11.1 O, one point is at the origin and the 
other is in the past or future. 

The division of the separation of two events in space-time into two 
classes-space-like separations or time-like separations-is a Lorentz 
invariant one. Two events with a space-like separation in one coordinate 
system have a space-like separation in all coordinate systems. This means 
that two such events cannot be causally connected. Since physical inter­
actions propagate from one point to another with velocities no greater 
than that of light, only events with time-like separations can be causally 
related. An event at the origin in Fig. 11.10 can be influenced causally 
only by the events which occur in the past region of the light cone. 

11.7 Lorentz Transformations as Orthogonal Transformations in 
Four Dimensions 

The Lorentz transformation (11.19) and the more general form (11.21) 
are linear relations between the space-time coordinates (x, y, z, t) and 
(x', y', z', t'), subject to the constraint, 

(11.67) 

This constraint is very reminiscent of the constraint involved in the 
rotation of coordinate axes in three space dimensions. In fact, if we intro­
duce the four space-time coordinates, 

(11.68) 

then the constraint becomes 

R2 = x? + xl + x32 + xl (I 1.69) 
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is an invariant under Lorentz transformations. This is then exactly the 
requirement that Lorentz transformations are rotations in a f our-dimen­
sional Euclidean space or, more correctly~ are orthogonal transformations 
in four dimensions. The Lorentz transformation (11.21) can be written 
in the general form: 

4 

x/ = ! aµvxv, 
v=l 

(11.70) 

where the coefficients a"'" are constants characteristic of the particular 
transformation. The invariance of R2 (11.69) forces the transformation 
coefficients aµ11 to satisfy the orthogonality condition: 

4 

L llµvaµ;., = '5v;., 
Jl=l 

With (11.71) it is easy to show that the inverse transformation is 
4 

Xµ = L x,/ avµ 
v=l 

and that 4 

2 avµa ;.,µ = dv;., 
µ=1 

(11.71) 

(11.72) 

(11.73) 

Furthermore, if we solve the four equations (11. 70) for xµ in terms of x,,' 
and compare the solution to (I 1. 72), we find that the determinant of the 
coefficients has the value unity: 

det laµvl = 1 (11.74) 

In general the determinant can be ± 1, but the choice of the minus sign 
implies an inversion followed by a rotation. 

To give some substance to the above formalities we exhibit explicitly 
the transformation coefficients aµ,, for a Lorentz transformation from 
system K to a system K' moving with a velocity v parallel to the z axis 

1 0 

0 1 

0 0 

0 

0 

y 

0 

0 

iy{J 

0 0 -iy/3 y 

We have introduced the convenient abbreviations; 

V fJ=-
c 

1 
'Y = -----== 

J C: 

(11.75) 

(11.76) 
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Fig. 11.11 Lorentz transformation as 
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With definitions (11.68) and (11.70) it is elem~ntary to show that (11.75) 
yields exactly the Lorentz transformation (11.19). 

The formal representation of transformation ( 11. 7 5) as a rotation of ax.es 
in the x3 , x4 plane (with x4 drawn as if it were real) can be accomplished 
simply. Figure 11.11 shows a rotation of the axes through an angle tp. The 
coordinates of the point P relative to the two sets of axes are related by 

X31 = cos 'f/J X3 + sin VJ X4 } 

X4 1 = -sin 1/1 X3 + cos tp X4 

(11.77) 

Comparison of the coefficients in (11.77) with the transformation coeffi­
cients in (11.75) shows that the angle VJ is a complex angle whose tangent 
is 

tan tp = i/3 (11.78) 

This result can be obtained directly from (11. 77) without reference to 
(11. 75) by noting that the origin x3' = 0 moves with a velocity v in the 
system K. That the angle 1P is complex is emphasized by the fact that its 
cosine is greater than unity (cos 1P = y > 1). Consequently the graphical 
representation of a Lorentz transformation as a rotation is merely a formal 
device. 

In spite of the formal nature of the x3, x4 rotation diagram the pheno­
mena of FitzGerald-Lorentz contraction and time dilatation can be 
displayed graphically. Figure 11.12 shows the length contraction on the 
right and time dilatation on the left. The distance L0 in the frame K' is 
observed in the frame K as L, represented by the horizontal line at constant 
time in K. Because of the complex nature of the angle tp, L appears on the 
figure as larger than L0, but mathematically the two lengths are related by 

Leos ,p = L01 
L= :o j 

or 
(11.79) 
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Fig. 11.12 Time dilatation and Fitz­
Gerald-Lorentz contraction in terms 

of a rotation of space-time axes. 

in agreement with (11.22). Similarly the time intervals T0 in the frame K' 
are seen in the frame K as intervals T, where 

T = T0 cos 'l/J = yT0 (11.80) 
in accord with ( 11.24). 

Sometimes a graphical display of Lorentz transformations is made 
using a real time variable x0 = ct, rather than x4• This is called a 
Minkowski diagram and has the virtue of dealing with real quantities. It 
has the major disadvantage that the coordinate grids in the two frames K 
and K' must be scaled according to a rectangular hyperboloid law, as can 
be seen from (l l.67). The interested reader may refer to Minkowski's 
paper in the collection, The Principle of Relativity, by Einstein et al., for a 
discussion of these diagrams. 

11.8 4-Vectors and Tensors; Covariance of the Equations of Physics 

The transformation law (I l.70) for the coordinates xµ defines the trans­
formation properties of vectors in the four-dimensional space-time (11.68). 
Any set of four quantities Aµ which transform in the same way as xµ is 
called a 4-vector. Under the Lorentz transformation (a,.w) Aµ is transformed 
into Aµ', where 

4 

Aµ'= I aµvAv (11.81) 
v=l 

If a quantity ef, is unchanged under a Lorentz transformation, it is called 
a scalar or a Lorentz scalar. The four quantities formed by differentiation 
of a Lorentz scalar with respect to xi-' transform as a 4-vector. This can be 
shown as follows. Consider 

ocf, 24 O<p OXv --- ---
ax I OX OX I 

µ v=l v I.I 

(11.82) 
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From (11. 72) it is evident that 

(11.83) 

Consequently 

(11.84) 

as required for the transformation of a 4-vector. By similar means it is 
elementary to show that the 4-divergence of a 4-vector is Lorentz invariant: 

*oAv' -*aAµ ~---~-ox/ axµ 
11=1 µ=l 

(11.85) 

With Aµ = oc/,/ axµ. in this expression, we find that the four-dimensional 
Laplacian operator is a Lorentz invariant operator: 

0 ,2c/> = * 02¢, = ~ a2 c/, = 0 2c/> 
~ ox ' 2 L_., ox 2 
v=l v µ:=l µ 

(11.86) 

If D2 operates on some other function, such as a 4-vcctor Aµ, the resulting 
quantity retains the transformation properties of the function operated 
on. The scalar product of two 4-vectors Aµ and B µ is readily proved to be 
invariant: 

4 

(A'. B') =IA/Bµ' =(A. B) (11.87) 
µ=1 

Lorentz 4-vectors are tensors of the first rank in a four-dimensional 
space. Higher-ranks tensors are defined in an analogous way. A second­
rank tensor Tµv is a set of sixteen quantities which transforms according 
to the law: 

4 

T~v = L a,.o.aw,TM 
..l,u=l 

(11.88) 

Higher-rank tensors are formed by the inclusion of more and more factors 
aµ,,· A tensor of the nth rank is a set of 4n quantities which have a transfor­
mation law involving a product of n coefficients aµ,,, in obvious generali­
zation of (11.88). Just as the scalar product of two 4-vectors has rank one 
less than the original quantities, so certain contracted quantities can be 
formed from higher-rank tensors. For example, the scalar product of a 
tensor of the second rank and a 4-vector transforms as a 4-vector: 

4 4 ( 4 ) 
Bµ' = \l~lr;vA'v = A.""2::laµ). v~l T;.\'AV (11.89) 

This and similar relations can be proved using the orthogonality con­
ditions (I 1. 71) and (11. 73). 
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The volume element in the four-dimensional space-time (I 1.68) will be 
defined as the real quantity 

(11.90) 

where dx0 = (1/i) dx4 = d(ct). The transformation law of the volume 
element is 

d4 I o( x/' X2', X3'' X4') d4 
X =------- X ac X1, X2, X3, X4) 

(11.91) 

But the Jacobian in (I 1.91) is just the determinant of the a1,., (11. 74). 
Consequently the 4-volume element d4x is a Lorentz invariant quantity. 

The first principle of Einstein is that the laws of physics have the same 
form in different Lorentz frames. This means that the equations which we 
write down to describe the physical laws must be covariant in form. By 
covariant we mean that the equation can be written so that both sides have 
the same, well-defined, transformation properties under Lorentz transfor• 
mations. Thus physical equations must be relations between 4-vectors, or 
Lorentz scalars, or in general 4-tensors of the same rank. This is necessary 
in order that a relation valid in one coordinate frame will also hold in the 
same form in another. Consider, for example, the inhomogeneous pair of 
Maxwell's equations. It will be shown in the next section that these can be 
written in the relativistic form 

µ = 1, 2, 3, 4 (11.92) 

where J'-' is a suitable current 4-vector, and Fµv is the field strength 4-tensor. 
Since the 4-divergence of a 4-tensor is a 4-vector, (11.92) is a relation 
between two 4-vectors. In another reference frame K', we expect the same 
physical laws to take the same form, 

* aF).,/ = 41T J;.' 
~OX, C 
a=l "' 

(11.93) 

Using transformation (11.81), we find that (11.93) can be expressed in 
terms of quantities in the original coordinate frame as 

I a111(I 0:µv - 4-n- J,) = o (11.94) 
UXv C 

µ=l v=l 

This shows that, if (I 1.92) holds in the original frame of reference, then it 
holds in all equivalent Lorentz frames. If the two sides of (11.92) had not 
had the same Lorentz transformation properties, this would obviously 
not be true. 
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To conclude these formal considerations we introduce some simplifying 
notation. In what follows: 

1. Greek indices will be summed from 1 to 4. 
2. Roman indices will represent spatial directions and will be summed 

from 1 to 3. 
3. 4-vectors will be denoted by Aµ with {A1, A2, A3) the components of 

a space vector A and A4 = iA0• This correspondence will sometimes be 
written 

(11.95) 

Sometimes the subscript on the 4-vector will be omitted, e.g. J(x) means 
J(x, t). 

4. Scalar products of 4-vectors will be denoted by 

(11.96) 

where A • B is the ordinary 3-space scalar product. 
5. The summation convention will be used. That is, repeated indices 

are understood to be summed over, even though the summation sign is not 
written. If the repeated index is roman, the sum is from 1 to 3; if it is 
Greek, the sum is from 1 to 4. Thus, for example, (11.85) will be written 

and (11.89) will be written 

iJA/ oAµ 
-=-
ax I 

V 

11.9 Covariance of Electrodynamics 

The invariance in form of the equations of electrodynamics under 
Lorentz transformations was shown by Lorentz and Poincare before 
Einstein formulated the special theory of relativity. We will now discuss 
this covariance and consider its consequences. There are two points of 
view possible. One is to take some experimentally proven fact such as the 
invariance of electric ~harge and try to deduce that the equations must be 
covariant. The other is to demand that the equations be covariant in form 
and to show that the transformation properties of the various physical 
quantities, such as field strengths and charge and current, can be satis­
factorily chosen to accomplish this, Although the first view is to some the 
most satisfying, we will adopt the second course. Classical electrodynamics 
is correct, and it can be cast in covariant form. For simplicity we will 
consider the microscopic equations, without the derived quantities D 
andH. 
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We begin with the continuity equation for charge and current densities: 

op - = -V•J 
at 

(11.97) 

This can be cast in covariant form by introducing the charge-current 4-
vector J µ defined by 

Jµ = (J, icp) 

Then (I 1.97) takes on the obviously covariant form: 

oJµ = o 
oxµ 

(11.98) 

(11.99) 

That Jµ is a legitimate 4-vector can be established from the experimentally 
known invariance of electric charge. This invariance implies that 
(p dx1 dx2 dx:J is a Lorentz invariant. Since i d4x = (dx1 dx2 dx3 dx,i) is a 
Lorentz invariant, it fallows that p transforms like the fourth component of 
a 4-vector. The transformation properties of J follow similarly. 

The wave equations for the vector potential A and the scalar potential 
ct> are 

1 iJ2ct> 
v2e1> - - - = -4rrp 

c2 at2 
with the Lorentz condition 

V•A+!_oct>=O 
C Ot 

(11.100) 

(11.101) 

The differential operator on the left-hand sides of the wave equations can 
be recognized as the Lorentz invariant four-dimensional Laplacian (11.86). 
The right-hand sides of these equations are the components of a 4-vector. 
Consequently, the requirement of covariance means that the vector and 
scalar potentials are the space and time parts of a 4-vector potential Aµ: 

A~ = (A, icI>) 

Then the wave equations can be written 

µ = 1, 2, 3, 4 

while the Lorentz condition becomes 

(11.102) 

(11.103) 

(11.104) 
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We are now ready to consider the field strengths E and B. They are 
defined in terms of the potentials by 

E = -V<ll - 1 oA) 
C Ot (11.105) 

B=VxA 

By writing out the components explicitly, for example, 

iEi = iJA1 _ iJA4 

OX4 OX1 
(11.106) 

Bi= oA3 _ oA 2 

OX2 OX3 

it is evident that the electric field and the magnetic induction are elements 
of the second-rank, antisymmetric, field-strength tensor Fµ": 

F _ oAv _ oA 14 
µv -

axil axv 
(11.107) 

Explicitly, the field-strength tensor is 

0 Ba -B2 -iE1 

-Ba 0 B1 -iE2 

(Fµv) = 
B2 -Bi 0 -iE3 

(11.108) 

iE1 iE2 iE3 0 
,. 

To complete the demonstration of the covariance of electrodynamics 
we must consider Maxwell's equations. The inhomogeneous pair are 

V • E = 41rp }l 

V x B _ ! oE = 47r J (11.109) 
C Ot C 

Since the right-hand sides form the components of a 4-vector, so must the 
left-hand sides. With definition (11.108) of the field-strength tensor it is 
easy to show that the left-hand sides in (11.109) are the divergence of the 
field-strength tensor. Thus (11.109) takes the covariant form 

oFILV 41r 
-=-J 
OX C µ 

V 

(11.110) 

Similarly the two homogeneous Maxwell's equations, 

1 oB 
V • B = 0, V x E + - - = 0 

C Ot 
(11.111) 
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can be shown to reduce to the four equations: 

oFµv oF ;.µ oF,,;, 
-+-+-=0 (1.1.112) 
dX;. axv axµ 

where A,µ, v are any three of the integers 1, 2, 3, 4. Each term in (11.112) 
transforms like a 4•tensor of the third rank so that the equation is covariant 
in form, as required. 

11.10 Transformation of the Electromagnetic Fields 

Since the fields E and B are elements of the field-strength tensor Fµv, 
their transformation properties can be found from 

(11.113) 

With transformation (11. 75) from a system K to K' moving with velocity 
v along the x3 axis, ( 11.113) gives the transformed fields: 

£ 1 ' = y(£1 - (3B
2

) B1' = y(B
1 

+ (3E
2

) 

E/ = y(E'I. + {JB1) B2' = y(B2 - (3E1) (11.114) 

Ea' = E3 B8' = B3 
} 

The inverse transformation can be obtained from (11.114) by the inter­
change of primed and unprimed quantities and (J----,),- -{3. For a general 
Lorentz transformation from K to a system K' moving with velocity v 
relative to K, the transformation of the fields is evidently 

Eu, = Eu Bu , = Bu 'l 
( 

V ) ( V ) (11.115) 
EJ.' = y EJ. + ~ x B BJ.'= y ,BJ. - ~ x E j 

Here II and J_ mean parallel and perpendicular to the velocity v. Transfor­
mation (11.115) shows that E and B have no independent existence. A 
purely electric or magnetic field in one coordinate system will appear as a 
mixture of electric and magnetic fields in another coordinate frame. Of 
course certain restrictions apply (see Problem 11.10) so that, for example, 
a purely electrostatic field in one coordinate system cannot be transformed 
into a purely magnetostatic field in another. But the fields are completely 
interrelated, and one should properly speak of the electromagnetic field 
Fµv, rather than E or B separately. 

As an example of the transformation of the electromagnetic fields we 
consider the fields seen by an observer in the system K when a point charge 
q moves by in a straight-line path with a velocity v. The charge is at rest 
in the system K', and the transformation of the fields is given by the inverse 
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Fig. 11.13 Particle of charge q 
moving at constant velocity v 
passes an observation point P 

at impact parameter b. 

p 

b 
r 
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of (11.114) or (l l.115). We suppose that the charge moves in the positive 
x3 direction and that its closest distance of approach to the observer is b. 
Figure 11.13 shows a suitably chosen set of axes. The observer is at the 
point P. At t = t' = 0 the origins of the two coordinate systems coincide 
and the charge q is at its closest distance to the observer. In the frame K' 
the observer's point P, where the fields are to be evaluated, has coordinates 
x1' = b, x2' = 0) x3' = -vt', and is a distance r' = Vb2 + (vt')2 away 
from q. We will need to express r' in terms of the coordinates of K. The 
only coordinate needing transformation is the time t' = y[t - (v/c2)x3] = 
yt, since x3 = 0 for the point Pin the frame K. In the rest frame K' of the 
charge the electric and magnetic fields are 

E, _ qb E2' = 0, Ea'= - qvt'l 
1 - ,3' r'a (11,116) r 

j B1' = 0, B2' = 0, B3' = 0 

In terms of the coordinates of K the nonvanishing field components are 

E' - qb E ' - - qyvt (11.117) 
1 - (b2 + y2v2t2)¾' a - (b2 + y2v2t2/i 

Then, using the inverse of (11.114), we find the transformed fields in the 
system K: 

E - E' - yqb 
i - y i - (b2 + y2v2t2)¾ 

E - E, - qyvt 
a - s - - (b2 + y2v2t2f/2. 

B2 = yf:3Ei' = {JE1 

with the other components vanishing. 

(11.118) 

Fields (I 1.118) exhibit interesting behavior when the velocity of the 
charge approaches that of light. First of all there is observed a magnetic 
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induction in the x2 direction. This magnetic field becomes almost equal to 
the transverse electric field E1 as /3- 1. Even at nonrelativistic velocities 
where y ~ 1, this magnetic induction is equivalent to 

(11.119) 

which is just the Ampere-Biot-Savart expression for the magnetic field of 
a moving charge. This can obviously be obtained directly from the 
inverse of (11.115). At high speeds when y ► l we see that the peak 
transverse electric field E1 (t = 0) becomes equal toy times its nonrelati­
vistic value. In the same limit, however, the duration of appreciable field 
strengths at the point P is decreased. A measure of the time interval over 
which the fields are appreciable is evidently 

b 
!:::..t r--..1 - (11.120) 

yv 

As r increases, the peak fields increase in proportion, but their duration 
goes in inverse proportion. The time integral of the fields times v is 
independent of velocity. Figure I 1.14 shows this behavior of the transverse 
electric and magnetic fields and the longitudinal electric field. For {3 -),- 1 
the observer at P sees nearly equal transverse and mutually perpendicular 
electric and magnetic fields. These are indistinguishable from the fields 
of a pulse of plane polarized radiation propagating in the ¾ direction. 

t 
Ea 

-yq 
1 I 
I I b2 ____ _ 

At 1 I 
~ ~ 

I ---- I vt~ 

/J!:!!:.O ' ' ' ' ---- ..... _ ---
0 

Fig. 11.14 Fields due to a uniformly rnovingt charged particle as a function of time. 
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The extra longitudinal electric field varies rapidly from positive to 
negative and has zero time integral. If the observer's detecting apparatus 
has any significant inertia, it will not respond to this longitudinal field. 
Consequently for practical purposes he will see only the transverse fields. 
This equivalence of the fields of a relativistic charged particle and those of 
a pulse of electromagnetic radiation will be exploited later in Chapter 15. 

That a plane electromagnetic wave in one coordinate frame K will also 
appear as a plane wave in another coordinate frame K' moving with 
constant velocity relative to K follows from the invariant form of the wave 
equation under Lorentz transformations. Thus in the frame K a plane 
wave is represented by 

F ( t) = -r ik,z:-iwt 
µv x, J µve (11.121) 

where [µv are appropriate constant coefficients, and k and w are the wave 
vector and frequency of the wave. In the coordinates system K' the plane 
will be 

F , ( , t') = I'' ik'.z:'-iw't' 
µv X, J µve (11.122) 

where the J;, are again constant coefficients, and k' and ro' are the wave 
vector and frequency as seen in K'. According to (11.113), the two sets of 
fields are related by 

.f'' ill:'. x' -iw't' f. ik. x-iwt 
J µv e = aµ;.a\1(1 l,,(le (11.123) 

In order that (11.123) be true at all points in space-time the phase factors 
on both sides must be equal: 

k, , , , k 
• X - W t = • 'X - rot (11.124) 

This invariance of the phase means that k and w must form the space and 
time parts of a 4-vector k µ: 

(11.12'5) 

Then the invariance of phase becomes the obvious invariance of a scalar 
product (k • x) of two 4-vectors. The relativistic formulas for the Doppler 
shift follow immediately from ( 11.125), as was shown in Section 11.4. 

11.11 Covariance of the Force Equation and the Conservation Laws 

In Section 11.9 the covariance of electrodynamics was discussed from 
the point of view of charge and current densities and the resulting fields 
and potentials. We know that the sources of charge and current are 
ultimately charged particles which can move under the action of fields. 
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Consequently to complete our discussion we must consider the covariant 
formulation of the Lorentz force equation and the conservation laws of 
momentum and energy. 

The Lorentz force equation can be written as a force per unit volume 
(representing the rate of change of mechanical momentum of the sources 
per unit volume): 

1 
f = pE + -J X B 

C 
(11.126) 

where J and pare the current and charge densities. Writing out a single 
component off, we find 

1 1 
/

1 
= pE1 + - (12B3 - 1

3
B

2
) = - (F

12
J

2 
+ F

13
J

3 
+ F

14
.J

4
) (11.127) 

C C 

where we have used definitions ( 11. 98) and ( 11.108). The other components 
off yield similar results, showing that (11.126) can be written as 

1 
A=-F1r,Jv, 

C 
k = 1, 2, 3 (11.128) 

The right-hand side of (I 1.128) is evidently the space components of a 

4-vector. Hence f must be the space part of a 4-vector /µ = (r, i~), 
where: 

(11.129) 

To see the meaning of the fourth component of the force-density 4~vector 
we write out 

C 1 
fo = -_/4 =--. (F41J1 + F42l2 + F4al3) = E • J (11.130) 

l l 

But (E • J) is just the rate at which the field does work on the sources per 
unit volume, or the rate of change of mechanical e1_1ergy of the sources per 
unit volume. Thus we see that the covariant form (11.129) of the Lorentz 
force equation gives the rate of change of mechanical momentum per unit 
volume as its space part, and the rate of change of mechanical energy per 
unit volume as its time part. Alternatively, it may be viewed as giving the 
space and time derivatives of something of the dimensions of work per 
unit volume. 

The conservation laws for mechanical plus electromagnetic energy and 
momentum derived in Chapter 6 can be presented in covariant form as 
the space and time components of a single 4-vector equation. If the in­
homogeneous Maxwell's equations {11.110) are used to eliminate J,, in 



[Sect. I 1.11 J Special Theory of Relativity 385 

(11.129), the force density becomes 

-r = _!__ F oFv). (11.131) 
J /t 4 µv '.) 

1T uX1 

The right-hand side of ( 11.131) can be written as the divergence of a tensor 
of the second rank. We define the symmetric tensor Tµ.,, called the 
electromagnetic stress-energy-momentum tensor, 

Tµv = ~[Fµ).F).v + ¼6µvF1aF1u] (11.132) 

It will be left to the problems (Problem 11.12) to show that by means of 
the homogeneous Maxwell's equations and (11.132) force equation (11.131) 
can be written in the form: 

(11.133) 

The tensor Tµ,,, can be written out explicitly in terms of the fields using 
(l I.I 32): 

T11 T12 Tia -icg1 

Tin ½2 T2a -icg2 
(Tµv) = 

½I Ta2 Ta3 -icg3 
(11.134) 

-icgl -icg2 -icg3 u 

where Tik is the symmetric Maxwell's stress tensor defined on page 194, 
g is the electromagnetic momentum density, 

1 1 
g=~E XB=-S 

4-n-c c2 

and u is the energy density, 
1 

u = -(E2 + B2) 
81r 

(11.135) 

From definition (6.102) of the spatial parts of Tµv [or from (11.132)], we 
.see that the stress-energy-momentum tensor has a vanishing trace: 

,LTµµ= 0 (11.136) 
µ 

The conservation laws of momentum and energy are merely the three­
dimensional integrals of the force equation (11.133). To see this we write 
out a typical spatial-component equation: 

fk - oTkv - oTki + oTk4 = (V. T)k - agk (11.137) 
OXv oxi OX4 at 
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If we identify the spatial integral of fk as the rate of change of the kth 
component of mechanical momentum Pk, then the integral of (11.137) can 
be written 

(11.138) 

where Gk is the kth component of total electromagnetic momentum. This 
is the momentum-conservation law already obtained in Chapter 6. 
Similarly the fourth component of (11.133) can be written 

fo = ':. /4 = E · J = ~ oT41 + ~ oT44 = -V • S - ~ (11.139) 
i i ax; i ax4 at 

With the volume integral of f 0 identified as the rate of change of total 
mechanical energy T, the conservation of energy law is 

!!_ (T + U) = - f V • S d3x = - J. n • S da 
dt Jv Ys (11.140) 

where U is the total electromagnetic energy in the volume V. 
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PROBLEMS 

11.1 A possible clock 1s shown in the figure. It consists of a :ftashtube Fania 
photocell P shielded so that each views only the mirror M, located a 
distance d away, and mounted rigidly with respect to the flashtube-photo­
cell assembly. The electronic innards of the box are such that, when the 
photocell responds to a light flash from the mirror, the flashtube is 
triggered with a negligible delay and emits a short flash towards the 
mirror. The dock thus "ticks" once every (2d/c) seconds when at rest. 

(a) Suppose that the clock moves with a uniform velocity v, perpen­
dicular to the line from PF to M, relative to an observer. Using the 
second postulate of relativity, show by explicit geometrical or algebraic 
construction that the observer sees the relativistic time dilatation as the 
clock moves by. 

(b) Suppose that the clock moves with a velocity v parallel to the line 
from PF to M. Verify that here, too, the clock is observed to tick more 
slowly, by the same time dilatation factor. 

11.2 (a) Show explicitly that two successive Lorentz transformations in the 
same direction commute and that they are equivalent to a single Lorentz 
transformation with a velocity 

V1 + V2 v=-----
1 + (v1v2/c2) 

This is an alternative way to derive the parallel-velocity addition law. 
(b) Show explicitly that two successive Lorentz transformations at right 

angles (v1 in the x direction, v2 in they direction) do not commute. Show 
further that in whatever order they are applied the result is not the same 
as a single transformation with v = iv1 + jv2. Give one or more simple 
reasons why this result is necessary within the framework of special 
relativity. 

11.3 (a) Find the form of the wave equation in system Kif it has its standard 
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form in system K' and the two coordinate systems are related by the 
Galilean transformation x' = x - vt. t' = t. 

(b) Show exp1icitly that the form of the wave equation is the same in 
system K as in K' if the coordinates are related by the Lorentz trans­
formation x' = y(x - vt), t' = y[t - (vx/ c2)]. 

11.4 A coordinate system K' moves with a velocity v relative to another system 
K. ln K' a particle has a velocity u' and an acceleration a'. Find the 
Lorentz transformation Jaw for accelerations, and show that in the system 
K the components of acceleration parallel and perpendicular to v are 

- (1 -~t , 
au - ( ,)a au 

1+~ 
c2 

( 1 - ~) • ( , + V { , ')) 

1+!..__!_ C 
a.1 = ( . ')3 •.1 2 x a x u 

c2 

11.5 Assume that a rocket ship leaves the earth in the year 2000. One of a set 
of twins born in 1980 remains on earth; the other rides in the rocket. 
The rocket ship is so constructed that it has an acceleration g in its own 
rest frame (this makes the occupants feel at home). It accelerates in a 
straight-line path for 5 years (by its own clocks), decelerates at the same 
rate for 5 more years, turns around, accelerates for 5 years, decelerates for 
5 years, and lands on earth. The twin in the rocket is 40 years old. 

(a) What year is it on earth? 
(b) How far away from the earth did the rocket ship travel? 

11.6 In the reference frame K two very evenly matched sprinters are lined up a 
distance d apart on the y axis for a race parallel to the x axis. Two 
starters, one beside each man, will fire their starting pistols at slightly 
different times, giving a handicap to the better of the two runners. The 
time difference in K is T. 

(a) For what range of time differences will there be a reference frame K' 
in which there is no handicap, and for what range of time differences is 
there a frame K' in which there is a true (not apparent) handicap? 

(b) Determine explicitly the Lorentz transformation to the frame K' 
appropriate for each of the two possibilities in (a), finding the velocity of 
K' relative to Kand the space-time positions of each sprinter in K'. 

11.7 Using .the four-dimensional form of Green's theorem, solve the inhomo­
geneous wave equations 

(a) Show that for a localized charge-current distribution the 4-vector 
potential is 

A (x) = _!_ IIµ(¢) d4~ 
µ 7TC R2 
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where R2 = (x-~) • (x-~), x means (xi, x2,x3, x4), and d4; = d;1 d;2 d;3 d;4• 
(b) From the definitions of the field strengths Fµ 11 show that 

F = ~ J(J x R)µ,, d4~ 
µ11 1TC R4 

where (J x R)µ,, = JµR,, - J,,Rµ. 

11.8 The three~dimensional formulation of the radiation problem leads to the 
retarded solution 

where r = [x - !;[. Show the connection between this retarded solution 
and the solution of Problem 11.7 by explicitly performing the integration 
over d~4. 

11.9 A classical point magnetic moment f.1, at rest has a vector potential 

and no scalar potential. Show that, if the magnetic moment moves with a 
velocity v(v ~ c), there is an electric dipole moment p associated with the 
magnetic moment, where 

V 
p =- X f.l, 

C 

What can you say if vis not small in magnitude compared to c? Show 
that the interaction energy between the moving dipole and fields E and B 
is the same as would be obtained by calculating the magnetic field in the 
rest frame of the magnetic moment. 

11.10 (a) Show that JB2 - E 2) is an invariant quantity under Lorentz trans­
formations. What is its form in four-dimensional notation? 

(b) The symbol Eiµ,,,a is defined to have the properties 

{O if any two indices are equal 
Eiµva = ± 1 for an even ( odd) permutation of indices 

EJµ,,,a is a completely antisymmetric unit tensor of the fourth rank (actually 
a pseudotensor under spatial inversion). Prove that £;,µ._,,aF}.µF,,a (sum­
mation convention implied) is a Lorentz invariant, and find its form in 
terms of E and B. 

11.11 In a certain reference frame a static, uniform, electric field £ 0 is parallel to 
the x axis, and a static, uniform, magnetic induction B0 = 2£0 lies in the 
x-y plane, making an angle 8 with the x axis. Determine the relative 
velocity of a reference frame in which the electric and magnetic fields are 
parallel. What a-re the fields in that frame for (} ~ I and 8 _,. (rr/2)? 
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11.12 Show that the force equation fµ = (1/c)Fµ.,.l.,, can be written as 

J; = arµ 11 

µ ox., 
where 

I 
Tµ., = 41r[FµAFA,, + ¼ £5µ.,,FAaFAa] 

11.13 A pulse of electromagnetic radiation of finite spatial extent exists in charge-­
and current-free space. 

(a) By means of the divergence theorem in four dimensions, prove that 
the total electromagnetic momentum and energy transform like a 4-vector. 

(b) Show that for a plane wave this 4-vector has zero "length," but 
that for other possible field configurations (e.g., spherically diverging wave) 
this is not true. 



12 

Relativistic-Particle 
Kinematics and Dynamics 

In Chapter 11 the special theory of relativity was developed with 
particular emphasis on the electromagnetic fields and the covariance of 
the equations of electrodynamics. Only in Section 11.11 was there a 
mention of the mechanical origin of the sources of charge and current 
density. The emphasis on electromagnetic fields is fully justified in the 
presentation of the first aspects of relativity, since it was the behavior of 
light which provided the puzzling phenomena that were understood in 
terms of the special theory of relativity. Furthermore, a large class of 
problems can be handled without inquiry into the detailed mechanical 
behavior of the sources of charge and current. Nevertheless, problems 
which emphasize the fields rather than the sources form only a part of 
electrodynamic phenomena. There is the converse type of problem in 
which we are interested in the behavior of charged particles under the 
action of applied electromagnetic fields. The particles represent charge 
and current densities, of course, and so act as sources of new fields. But 
for most applications these fields can be neglected or taken into account in 
an approximate way. In the present chapter we wish to explore the motion 
of relativistic particles, first their kinematics and then their dynamics in 
external fields. Discussion of the difficult problem of charged particles 
acting as the sources of fields and being acted on by those same fields will 
be deferred to Chapter 17. 

12.1 Momentum and Energy of a Particle 

In nonrelativistic mechanics a particle of mass m and velocity v has a 
momentum p = mv and a kinetic energy T = ½mv2. Newton's equation 

391 
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of motion relates the time rate of change of momentum to the applied 
force. For a charged particle the force is the Lorentz force. Since we have 
discussed the Lorentz transformation properties of the Lorentz force density 
in Section 11.11, we can immediately deduce the behavior of a charged 
particle's momentum under Lorentz transformations. For neutral particles 
with no detectable electromagnetic interactions it is clearly impossible to 
obtain their relativistic transformation properties in this way, but there 
is ample experimental evidence that all particles behave kinematically in 
the same way, whether charged or neutral. 

A charged particle can be thought of as a very localized distribution of 
charge and mass. To find the force acting on such a particle we integrate 
the Lorentz force density Jµ (11.129) over the volume of the charge. If the 
total charge is e and the velocity of the particle is v, then the volume 
integral of (I 1.129) is 

J Jµ d3x = ~ FµvVv (12.1) 

where v, = (v, ic), and Fµ, is interpreted as the average field acting on the 
particle. The left-hand side of (12.1) is now to be equated to the time rate 
of change of the momentum and energy of the particle, just as in Section 
11.11. Thus 

dpµ =ft. dax 
dt µ 

(12.2) 

where we have written pk as the kth component of the particle's momentum 
and p4 = iE/c as proportional to the particle's energy. That pµ is indeed 
a 4-vector follows immediate! y from ( 12.2). If we integrate both sides with 
respect to time, then the left-hand side becomes the momentum or energy 
of the particle while the right-hand side is the four-dimensional integral 
of/µ• Since d4x is a Lorentz invariant quantity, it follows that P1-, must 
have the same transformation properties as fw Therefore the momentum 
p and the energy E of a particle form a 4-vector pµ: 

(12.3) 

The traµsformation of momentum and energy from one Lorentz frame K 
to another K' moving with a velocity v parallel to the z axis is 

Pa= r(p3' + f3 ~') (12.4) 

E = y(E' + {3cpa') 
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where /3 = v/c and y = (l - {J2)-½. The inverse transformation is 
obtained by changing p -* -fJ and interchanging the primed and unprimed 
variables. 

The length of the 4-vector p µ is a Lorentz invariant quantity which is 
characteristic of the particle: 

(p. p) = (p' • p') = - ;.,2 (12.5) 
c2 

In the rest frame of the particle (p' = 0) the scalar product (12.5) gives the 
energy of the particle at rest: 

E' = A (12.6) 

To determine A we consider the Lorentz transformation (12.4) of pµ from 
the rest frame of the particle to the frame Kin which the particle is moving 
in the z direction with a velocity v. Then the momentum and energy are 

P = y(.3A = r(!:.)v 
C c2 

(12.7) 

E = yA 

From the nonrelativistic expression for momentum p = mv we find that 
the invariant constant .il = mc2. The nonrelativistic limit of the energy is 

E = ymc2 ,..__, mc2 + ½mv2 + ... (12.8) 

This shows that Eis the total energy of the particle, consisting of two parts : 
the rest energy (mc 2) and the kinetic energy. Even for a relativistic particle 
we can speak of the kinetic energy T, defined as the difference between the 
total and the rest energies: 

T = E - mc2 = (y - 1 )mc2 (12.9) 

In summary, a free particle with mass m moving with a velocity v in a 
reference frame K has a momentum and energy in that frame: 

p = ymv) 

E = ymc2 

(12.10) 

From (12.5) it is evident that the energy E can be expressed in terms of the 
momentum as 

(12.11) 

The velocity of the particle can likewise be expressed in terms of its 
momentum and energy: 

(12.12) 
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In dealing with relativistic-particle kinematics it is convenient to adopt 
a consistent, simple notation and set of units in whlch to express momenta 
and energies. In the formulas above we see that the velocity of light appears 
(?ften. To suppress various powers of c and so simplify the notation we 
will adopt the convention that all momenta, energies, and masses will be 
measured in energy units, while velocities are measured in units of the 
velocity of light. All powers of c will be suppressed. Consequently in 
what follows, the symbols 

p 
E 

m 

V 

stand for 

cp 
E 

mc2 

v/c 

(12.13) 

As energy units, the ev (electron volt), the Mev (million electron volt), and 
the Bev (109 ev) are convenient. One electron volt is the energy gained by 
a particle with electronic charge when it falls through a potential difference 
of one volt (1 ev = 1.602 x 10-12 erg). 

12.2 Kinematics of Decay Products of an Unstable Particle 

As a first illustration of relativistic kinematics which follow immediately 
from the 4-vector character of the momentum and energy of particles, we 
consider the two-body decay of an unstable particle at rest. Such decay 
processes are common among the unstable particles. Some examples are 
the following. 

1. Charged pi meson decays into a mu meson and a neutrino with a 
lifetime -r = 2.6 x 10-8 sec: 

'TT'~µ+v 

The pi-meson rest energy is M = 139.6 Mev, while that of the mu meson 
ismµ= 105.7 Mev. The neutrino has zero rest mass, mJ' = 0. There is, 
therefore, an energy release of 33.9 Mev in pi-meson decay. 

2. Charged K meson sometimes decays into two pi mesons with a 
lifetime T = 1.2 x 1 o-8 sec: 

The charged K meson has a rest energy M = 494 Mev, while the two pi 
mesons have rest energies, m± = 139.6 Mev, m0 = 135.0 Mev. Thus the 
energy release is 219 Mev. 
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3. Lambda hyperon decays into a neutron or a proton and a pi meson 
with a lifetime .,. = 2. 9 x I 0-10 sec: 

(
p+'/1'-

A~ 
n + -rr° 

The rest energy of the lambda hyperon is M = II 15 Mev; that of the 
proton mP = 938.5 Mev, and of the neutron mn = 939.8 Mev. With the 
pi-meson masses given above, we find that the energy release in lambda 
decay is 37 Mev in the charged mode and 40 Mev in the neutral mode. 

The transformation of a system of mass M at rest into two particles of 
mass m1 and m2 

(12.14) 

can occur if the initial mass is greater than the sum of the final masses. 
We define the mass excess 6-M: 

(12.15) 

The sum of the kinetic energies of the two particles must be equal to 6.M. 
Since the initial system had zero momentum, the two particles must have 
equal and opposite momenta, p1 = -p2 = p. From (12.11) the conser­
vation of energy can be written 

(12.16) 

From this equation it is a straightforward matter to find the magnitude of 
the momentum p and the individual particle energies, .E1 and £ 2. 

Rather than solve (12.16) we wish to obtain our answers by illustrating 
a useful technique which exploits the Lorentz invariance of the scalar 
product of two 4-vectors. The conservation of energy and momentum in 
the two-body decay can be written as a 4-vector equation: 

P = P1 + P2 (12.17) 

where the 4-vector subscriptµ on each symbol has been suppressed. The 
squares of the 4-vector momenta are the invariants: 

In (12.18) we have written the squares of the 4-vectors as self-scalar 
products in order to distinguish the square of a vectorial quantity as a 
three-space self-scalar product (e.g., p 2 = p • p). Using (12.17), we form 
the square of the 4-vector p2 : 

(p2 • pJ = ( P - P1) • ( P - P1) ) 

-ml= -M2 - m12 - 2(P ·p1) or 
(12.19) 
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The scalar product (P • Pi) is Lorentz invariant. In the frame in which the 
system Mis at rest its space part vanishes, and it has the value: 

(P ·Pi)= -MEi 

Therefore the total energy of the particle with mass m1 is 

M2 + m 2 - m 2 E _ 1 2 
i- 2M 

Similarly 
M2 + ml· - m12 

E2 = ---=-------=-
2M 

(12.20) 

(12.21) 

(12.22) 

Often it is more convenient to have expressions for the kinetic energies 
than for the total energies. Using (12.15), it is easy to show that 

( m• LiM) T=LiM l --1 --
i M 2M1' 

i = 1, 2 (12.23) 

where LiM is the mass excess. The term LiM /2M is a relativistic correction 
absent in the nonrelativistic result. Although it may not have obvious 
relativistic origin, a moment's thought shows that, if LiM/2M is appreciable 
compared to unity, then necessarily the outgoing particles must be treated 
relativistically. 

As a numerical illustration we consider the first example listed above, 
the decay of the pi meson. The mass excess is 33.9 Mev, while M = 139.6 
Mev, mµ = 105.7 Mev, mv = 0. Consequently the mu-meson and neutrino 
kinetic energies are 

T = 33.9(1 - 105•7 - 33•9 ) = 4.1 Mev 
µ 139.6 2(139.6) 

Tv = 33.9 - Tµ = 29.8 Mev 

The unique energy of 4.l Mev for the mu meson was the characteristic of 
pi-meson decay at rest which led to its discovery in 1947 by Powell and 
coworkers from observations in photographic emulsions. 

The lambda particle was first observed in flight by its charged decay 
products (p + 1r-) in cloud chambers. The charged particle tracks appear 
as shown in Fig. 12.1. The particles' initial momenta and identities can 
be inferred from their ranges and their curvatures in a magnetic field (or 
by other techniques, such as grain counting, in emulsions). The opening 
angle () between the tracks provides the other datum required to determine 
the unseen particle's mass. Consider the square of (12.17): 

This becomes 
(12.24) 

(12.25) 
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11" 

Fig. 12.1 Decay of lambda particle in flight. 

If the scalar product (p1 • pp) is evaluated in the laboratory frame, we find 

(12.26) 

where p1 and p2 are the magnitudes of the three-dimensional momenta. 
In a three- or more body decay process the particles do not have unique 

momenta, but are distributed in energy in some way. These energy spectra 
have definite upper end points which can be determined from the kine­
matics in ways similar to those used here (see Problem 12.2). 

12.3 Center of Momentum Transformation and Reaction Thresholds 

A common problem in nuclear or high-energy physics is the collision 
of two particles. Particle 1 (the projectile), with mass m1, momentum 
p1 = p, and energy Eh is incident on particle 2 (the target) of mass mi at 
rest in the laboratory. The collision may involve elastic scattering, 

(12.27) 

)Vhere the primes mean that the directions of the particles are in general 
different. The collision may, on the other hand, be a reaction 

(12.28) 

in which two or more particles are produced, at least one of which is 
different from the incident particles. Elastic scattering is always possible, 
but reactions may or may not be energetically possible, depending on the 
differences in masses of the particles and the incident energy. To determine 
the onergetics involved and to see the processes in their simplest form 
kinematically it is convenient to transform to a coordinate frame K', 
where the projectile and the target have equal and oppositely directed 
momenta. This frame is called the center of momentum system (sometimes, 
loosely, the center of mass system) and is denoted by CM system. The 
scattered particles ( or reaction products in a two-body reaction) have 
equal and opposite momenta making an angle O' with the initial momenta. 
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Figure 12.2 shows the momentum vectors involved in elastic scattering or 
a two-body reaction. For elastic scattering, IP'I = lq'I, but for a reaction 
the magnitude of q' must be determined from conservation of total energy 
(including rest energies) in the CM system. 

To relate the incident energy and momentum in the laboratory to the 
CM variables we can either make a direct Lorentz transformation to K', 
determining the transformation velocity v cM from the requirement that 
p 1' = p' = -p2', or we can use the invariance of scalar products. Adopting 
the latter procedure, we consider the invariant scalar product 

(12.29) 

The left-hand side is to be evaluated in the laboratory, where p2 = 0, and 
the right-hand side in the CM system, where p1' + p2' = 0. Consequently 
we obtain 

(12.30) 

Using Ei2 = p2 + m?, we find that the total energy in the CM system is 

(12.31) 

The separate energies £ 1' and E2' can be found by considering scalar 
products like 

(12.32) 

This gives 

Similarly 

E'2 + m 2 - m 2 £ 1 _ 1 2 
1 - 2E' (12.33) 

E'2 + m 2 - m 2 £ 1 _ 2 1 
2 - 2E' 

We note the similarity of these expressions to (12.21) and (12.22). 
magnitude of the momentum p' can be obtained from (12.33): 

The 

1 

(12.34) 

Fig. 12.2 Momentum vectors in the center 
of momentum frame for elastic scattering or 

a two-body reaction. 
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The Lorentz transformation parameters VcM and ?'cM can be found by 
noting that p2' = -rc'.\1m2vcM = -p' and £ 2' = YcMm2• This gives 

(12.35) 

For nonrelativistic motion the kinetic energy in the CM system reduces 
to 

T' = E' - (m1 + m2) ~ ( m2 )!m1v/ 
m1 + m2 

(12.36) 

Similarly the CM velocity and the momentum in the CM system are 

( m1 ) , ( m1 m2 ) 
VcM = V1, p = V1 

m1 + m2 m1 + m2 
(12.37) 

We see that we can recover the familiar nonrelativistic results from our 
completely relativistic expressions. In the extreme of ultrarelativistic 
motion (£1 ► m1 and m2) the various quantities take on the approximate 
limiting values: \½ 

E' re-.; (2E1m2.1 

(12.38) 

The energy available in the CM system is seen to increase only as the square 
root of the incident energy. This means that it is very difficult to obtain 
ultrahigh energies in the CM frame when bombarding stationary targets. 
The highest-energy accelerators presently existing (at CERN, near Geneva, 
Switzerland, and at Brookhaven, N.Y.) produce protons of approximately 
30 Bev. If the target is a stationary nucleon, this means about 7 Bev total 
CM energy. To have 30 Bev available in the CM frame it would be 
necessary to bombard a stationary nucleon with protons of over 470 Bev! 
Considerable effort is being put into designs for so-called colliding or 
clashing beam accelerators so that no energy is wasted in CM motion. 

In a reaction the initial particles of mass m1 and m2 are transformed into 
two or more particles with masses mi (i = 3,4, ... ). Let tJ.M be the 
difference between the sum of masses finally and the sum of masses 
initially: * 

(12.39) 

If dM is positive, the reaction will not occur below a certain incident 
kinetic energy Tth• called the threshold for the reaction. The criterion for 
the reaction just to occur is that there be enough energy available in the 

* Note that this definition of 11M is the negative of the one used in Section 12.2 for 
decay processes. 
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CM system that the particles can be created with no kinetic energy. This 
means that 

(12.40) 

Using (12.31), it is easy to show that the incident kinetic energy of the 
projectile at threshold is 

A ( m1 AM) Tt11=u.M 1+-+-
m2 2m2 

(12.41) 

The first two terms in the parentheses are the nonrelativistic terms, while 
the last is a relativistic contribution. To illustrate the reaction-threshold 
formula we consider the calculation of the threshold energy for photo­
production of neutral pi mesons from protons: 

y+p-+p+~ 

Since the photon has no rest mass, the mass difference is AM = m1To = 
135.0 Mev, while the target mass is m2 = mP = 938.5 Mev. Then the 
threshold energy is 

Tth = 135.0[1 + 135•0 ] = 135.0(1.072) = 144.7 Mev 
2(938.5) 

As another example consider the production of a proton-antiproton pair 
in proton-proton collisions: 

p+p-+p+p+p+p 

The mass difference is AM~= 2m 11 = 1.877 Bev. From (12.41) we find 

Tth = 2mp(l + 1 + 1) = 6m 11 = 5.62 Bev 

In this example we find a factor-of-3 increase over the actual mass 
difference, whereas in the photoproduction example the increase was only 
7.2 per cent. Other threshold calculations are left to Problem 12.1. 

12.4 Transformation of Scattering or Reaction Momenta and Energies 
from CM to Laboratory System 

In Fig. 12.2 the various CM momenta for a two-body collision are 
shown. The initial momenta and energies (pi' = - p2' = p', Et', £ 2') have 
already been calculated, (12.33) and (12.34). The final CM momenta and 
energies (p3' = -p4' = q', E3', E,i') can be calculated similarly. Since 
energy and momentum are conserved, the 4-vector momenta satisfy 

(12.42) 
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Then it is easy to show that the energies of the outgoing particles are 

(12.43) 

where E' is given by (12.31). The obvious symmetry with (12.33) should 
be noted. The CM momentum of the outgoing particles is 

(12.44) 

An alternative form of this result is 

q' = ;:[LiE1(LiE1 + 2::_m·) r (12.45) 

where AE1 is the incident projectile's energy in the laboratory above the 
threshold energy (12.41): 

(12.46) 

For elastic scattering where m
3 
= m

1

, m
4 

= m
2

, (12.45) obviously reduces 
to (12.34). 

Since the scattering or reaction is actually observed in the laboratory, it 
is necessary to transform back from the CM frame to the laboratory. 
Figure 12.3 shows the initial momentum p and the final momenta Pa and p, 
in the laboratory. The CM momenta in Fig. 12.2 have been thrown 
forward by the Lorentz transformation. We can express the laboratory 
energy Ea in terms of CM quantities by the Lorentz transformation v0M, 

using (12.35) and (12.4). If (}1 is the CM angle of p3' with respect to the 
incident direction, we find 

Fig. 12.3 Momentum vectors 
in laboratory for a two-body 

process. 

(12.47) 
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Then an explicit expression is 

where E' is given by (12.31). To obtain E4 we merely interchange m3 and 
m4 and change 0' into TT - 01 (cos O'----+ -cos 8'). 

The relation between angles (J1 and 03 can be obtained from the expres-
sion 

tan() = Pai = q' sin 8' 

Therefore we find 
a P311 YcM.(q' cos (J' + VcME;) 

where 

E' sin ()' 
tan 03 = -------­

(E1 + m2)( cos 0' + oc) 

VcME3 ' p oc = _ ___,;::;_ = -----
q' E1 + m2 

(12.49) 

(12.50) 

(12.51) 

We note that ex is the ratio of the CM velocity to the velocity of particle 3 
in the CM system. Just above threshold, oc will be large compared to unity. 
This means that, as ()' ranges over all values from O ---+ 7T in the CM system, 
()3 will be confined to some forward cone, 0 < 03 < ()max· Figure 12.4 
shows the general behavior when oc > I. The laboratory angle 03 is double 
valued if oc > I, with particles emitted forwards and backwards in the CM 
system appearing at the same laboratory angle. The two types of particles 
can be distinguished by their energies. From (12.48) it is evident that the 
particles emitted forwards in the CM frame will be of higher energy than 
those emitted backwards. For ex < 1, it is evident that the denominator in 
(12.50) can vanish for some O' > (7r/2), implying 03 = (1r/2), and is 
negative for large 01• This means that 03 varies over the full range 
(0 < 03 < 7r) and is a single-valued function of()'. Such a curve is shown 
in Fig. 12.4. 

Although it is not difficult to relate O' and 03 through (12.50) and so 
obtain E3 as a function of 03 from (12.48), it is sometimes convenient to 
have an explicit expression for this relationship. Using conservation of 
energy and momentum in the laboratory, 

(12.52) 
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'Jl"r-----------------

Fig. 12.4 Laboratory angle 03 

of particle 3 versus center of 
momentum angle ()' for ex < 1 

and ex> 1. 

t 
83 

'If' 
2 

Bmax --------

'If' 
2 

g•------.. 

a>l 

it is a straightforward, although tedious, matter to obtain the result: 

Only the values of (12.53) greater than m3 have physical significance. Both 
roots are allowed when ex.> 1 in (12.50), but only one when ex.< 1, as can 
be readily verified. To obtain E4 we merely interchange m3 and m4 and 
replace 03 by 04• 

For elastic scattering with m3 = m1, m4 = m2, the above relationships 
simplify considerably. The scattering angle in the laboratory is given by 
(12.50) with 

(12.54) 

In the nonrelativistic limit this reduces to the well-known result oc = m1/m2• 

The energy lost by the incident particle is ~E = T4 = E4 - m4• From 
(12.48) we can obtain !l.E in terms of the CM scattering angle: 

~E = m2p2(1 - cos 0') 
2m2E1 + m12 + m22 

(12.55) 
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An alternative expression for 8£ in terms of the laboratory angle of recoil 
04 can be found from (12.53): 

8 E = 2m2p2 cos2 B4 

2m2E1 + m12 + m22 + p2 sin2 04 

(12.56) 

For a head-on collision both expressions take on the maximum value 

6.E _ 2m2P2 
max- 2 2 

2m2E1 + m1 + m2 
{12.57) 

The nonrelativistic value of b..Emax. is 

A 4m1m2 (1. 2 
uEmax ~ 2 2m1V1) 

(m1 + m2) 
(12.58) 

showing that all the incident kinetic energy can be transferred in a head-on 
collision if m1 = m2 (true relativistically as well). 

An important example of energy transfer occurs in collisions between 
incident charged particles and atomic electrons. These electrons can be 
treated as essentially at rest. If the incident particle is not an electron, 
m1 ► m2. ·Then the maximum energy transfer can be written approxi­
mately as 

ti.Ema,~ 2m,(;J = 2m,y2/J2 {12.59) 

where y, (3 are characteristic of the incident particle. Equation (12.59) is 
valid, provided the incident energy is not too large: 

E1 st; (::)rn1 (12.60) 

For mu mesons this limit is 20 Bev; for protons it is nearly 2000 Bev. For 
electron-electron collisions (m1 = m2 = m), the maximum energy transfer 
is 

A (e) • ) uEmax = lY - 1 m (12.61) 

12.5 Covariant Lorentz Force Equation; Lagrangian and Hamiltonian 
for a Relativistic Charged Particle 

In Section 12.1 we considered the Lorentz force equation as a method 
of establishing the Lorentz transformation properties of the momentum 
and energy of a particle, but we did not explicitly examine the equation as 
a covariant equation of motion for a particle moving in externa] fields. We 
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now want to establish that covariance and discuss the associated Lagran­
gian, canonical momenta, and Hamiltonian. From equations (12.2) and 
and (11.129) we see that we can write the force equation in the form: 

dp/L = ! JFµvJv d3x (12.62) 
dt C 

where the volume integral is over the extent of the charge. If the particle's 
velocity is v and its total charge e, then 

dpµ e 
- = -FµvVv 
dt C 

(12.63) 

where l\, = V1c for v = k = 1, 2, 3 and v4 = ic. This is not yet a covariant 
form for the equation, since v,, is not a 4-vector, and dp jdt is not one 
either. This deficiency can be remedied by writing a derivative with 
respect to proper time -r (11.62) rather than t. Since dt = y d-r, we obtain 

dpµ e 
- = -FµvYVv 
dT C 

(12.64) 

But now yv11 = A)m is a 4-vector (sometimes called the 4-velocity). Con­
sequently we arrive at the obviously covariant force equation for a particle: 

dp/L - ~F 
- - µvPv 
dT me 

(12.65) 

This is the counterpart for a discrete particle of the Lorentz force-density 
equation (11.129) for continuously distributed charge and current. 
Having established its covariance, it is often simplest to revert to the 
space•time forms: 

dp = e (E + v x B) 
dt C (12.66) 

dE 
-=ev•E 
dt 

in any convenient reference frame. Equation (12.65) shows that, as long 
as all the different quantities are transformed according to their separate 
transformation laws, the noncovariant forms will be valid in any Lorentz 
frame. 

Although the force equation (12.65) or (12.66) is sufficient to describe 
the general motion of a charged particle in external electromagnetic fields, 
it is sometimes convenient to use the ideas and formalism of Lagrangian 
and Hamiltonian mechanics. In order to see how to obtain an appropriate 
Lagrangian for the Lorentz force equation, we start with a free, but 
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relativistic, particle. Since the Lagrangian must be a function of velocities 
and coordinates, we write the free-particle equation of motion as 

!!_(ymv) = 0 
dt 

(12.67) 

where y = [I - (v2/c2)]-½. At the least sophisticated level we know that 
the Lagrangian L must be chosen strategically so that the Euler-Lagrange 
equations of motion, 

!!.. (aL) _ oL = 0 
dt oqi, 'rlqi 

(12.68) 

are the same as Newton's equations of motion. Only a moment's con­
sideration shows that a suitable Lagrangian for a free particle is 

(12.69) 

Evidently this form yields (12.67) when substituted into (12.68). 
To obtain the free-particle Lagrangian in a more elegant way we 

consider Hamilton's principle or the principle of least action. This 
principle states that the motion of a mechanical system is such that in 
going from one configuration a at time t1 to another configuration b at 
time t2, the action integral A, defined as the time integral of the Lagrangian 
along the path of the system, 

(12.70) 

is an extremum (actually a minimum). By considering small variations of 
the path taken and demanding JA = 0, one obtains the Euler-Lagrange 
equations of motion (12.68). We now appeal to the Lorentz invariance of 
the action in order to determine the free-particle Lagrangian. That the 
action is a Lorentz scalar fallows the first postulate of relativity, since the 
requirement that it be an extremum determines the mechanical equations 
of motion. If we introduce the proper time through dt = y dT, the action 
integral becomes: 

(12.71) 

Since proper time is Lorentz invariant, the condition that A be also 
Lorentz invariant forces y L to be Lorentz invariant. This is a general 
condition on the Lagrangian. For a free particle L1 can be a function of 
only the velocity of the particle (and perhaps its mass). The only Lorentz 
invariant quantities involving the velocity are functions of the 4-vector 
scalar product (1/m2)(p • p), where p µ is the 4-momentum of the particle. 
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Since (p • p) = -m2, we see that for a free particle yL1 is a constant, 

yL1 = -l (12.72) 

Then the action is proportional to the integral of the proper time over the 
path from the initial space-time point a to the final space-time point b. 
This integral is Lorentz invariant, but depends on the path taken. For 
purposes of calculation, consider a reference frame in which the particle 
is initially at rest. From definition (11.62) of proper time it is clear that, 
if the particle stays at rest in that frame, the integral over proper time will 
be larger than if it moves with a nonzero velocity along its path. Con­
sequently we see that a straight world line joining the initial and final 
points of the path gives the maximum integral over proper time, or, with 
the negative sign in (12.72), a minimum for the action integral. Com­
parison with Newton's equation for nonrelativistic motion shows that 
A = mc2, yielding the free-particle Lagrangian (12.69). 

The general requirement that yL be Lorentz invariant allows us to 
determine the Lagrangian for a relativistic charged particle in external 
electromagnetic fields, provided we know something about the Lagrangian 
(or equations of motion) for nonrelativistic motion in static fields. A 
slowly moving charged particle is influenced predominantly by the electric 
field which is derivable from the scalar potential ct>. The potential energy 
of interaction is V = eel>. Since the nonrelativistic Lagrangian is (T - V), 
the interaction part 4nt of the relativistic Lagrangian must reduce in the 
nonrelativistic limit to 

(12.73) 

Our problem thus becomes that of finding a Lorentz invariant expression 
for yLint which reduces to (12. 73) for nonrelativistic velocities. Since ct> 
is the fourth component of the 4-vector potential Aµ' we anticipate that 
yLint will involve the scalar product of Aµ with some 4-vector. The only 
other 4-vectors available are the momentum and position vectors of the 
particle. Since gamma times the Lagrangian must be translationally 
invariant as well as Lorentz invariant, it cannot involve the coordinates 
explicitly. Hence the interaction Lagrangian must be* 

1 e ev•A 
Lint= - - (p ·A)= -- - eel> (12.74) 

y me c 

* Without appealing to the nonrelativistic limit this form of Lint can be written down 
by demanding that yLint be a Lorentz invariant which is (1) linear in the charge of the 
particle, (2) linear in the electromagnetic potentials, (3) translationally invariant, and 
( 4) a function of no higher than the first time derivative of the particle coordinates. The 
reader may consider the possiblity of an interaction Lagrangian satisfying these condi­
tions, but linear in the field strengths Fµv, rather than the potentials Aw 
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where the coefficient of the scalar product (p • A) is chosen to yield (12. 73) 
in the limit v ~ 0. 

The combination of (12.69) and (12.74) yields the complete relativistic 
Lagrangian for a charged particle: 

![-mc2 + _!__ (p • A)] 
y me 

L= 
zj v2 e -me 1--+-v•A-e<I> 

C2 C 

(12.75) 

where the upper (lower) line gives Lin 4-vector (explicit space-time) form. 
Verification that (12.75) does indeed lead to the Lorentz force equation 
will be left as an exercise for the reader. Use must be made of the con­
vective derivative [d/dt = (o/ot) + v • V] and the standard defi.niti9ns of 
the fields in terms of the potentials. 

The canonical momentum P conjugate to the position coordinate x is 
obtained by the definition, 

oL e 
Pi= - = ymvi + - Ai (12.76) 

avi C 

Thus the conjugate momentum is 
e 

p = p + -A 
C 

(12.77) 

where p = ymv is the momentum in the absence of fields. The Hamiltonian 
His a function of the coordinate x and its conjugate momentum P and is a 
constant of the motion if the Lagrangian is not an explicit function of 
time. The Hamiltonian is defined in terms of the Lagrangian as 

H=P•v-L (12.78) 

The velocity v must be eliminated from (12.78) in favor of P and x. From 
(12.76) or (12.77) we find that 

cP-eA 
(12.79) 

When this is substituted into (12.78) and into L (12.15), the Hamiltonian 
takes on the form: 

H = V(cP - eA)2 + m2c4 + ecD (12.80) 

Again the reader may verify that Hamilton's equations of motion can be 
combined to yield the Lorentz force equation. Equation (12.80) is an 
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expression for the total energy W of the particle. It differs from the free­
particle energy by the addition of the potential energy e<I> and by the 
replacement p ~ [P - (e/c)A]. These two modifications are actually only 
one 4-vector change. This can be seen by transposing e<I> in (12.80) and 
squaring both sides. Then 

(cP - eA)2 - (W - e<l>)2 = -(mc2) 2 

This is just the 4-vector scalar product 

(p • p) = -(mc)2 

where ( iE) [ ( eA) i ] Pµ = P, ~ = P - -;; , ~ (W - e<I>) 

(12.81) 

(12.82) 

(12.83) 

We see that in some sense the total energy Wis the fourth component of a 
canonically conjugate 4-momentum of which (12. 77) is the space part. An 
alternative formulation with a relativistically invariant Lagrangian which 
is a function of the 4-velocity uµ = p µ/mis discussed in Problem 12.5. There 
the canonical 4-momentum arises naturally. 

The Lagrangian and Hamiltonian formulation of the dynamics of a 
charged particle has been outlined for several reasons. One is that the 
concept of Lorentz invariance, coupled with other physical requirements, 
was shown to be a powerful tool in the systematic construction of a 
Lagrangian which yields dynamic equations of motion. Another is that 
the Lagrangian is often a convenient starting point in discussing particle 
dynamics. Finally, the concepts and ideas of conjugate variables, etc., 
are useful even when one proceeds to solve the force equation directly. 

12,6 Lowest-Order Relativistic Corrections to the Lagrangian for 
Interacting Charged Particles 

In the previous section we discussed the general Lagrangian formalism 
for a relativistic particle in external electromagnetic fields described by the 
vector and scalar potentials, A and <I>. The appropriate interaction 
Lagrangian was given by (12. 74). If we now consider the problem of a 
Lagrangian description of the interaction of two or more charged particles 
with each other, we see that it is possible only at nonrelativistic velocities. 
The Lagrangian is supposed to be a function of the instantaneous velocities 
and coordinates of all the particles. When the finite velocity of propa­
gation of electromagnetic fields is taken into account, this is no longer 
possible, since the values of the potentials at one particle due to the other 
particles depend on their state of motion at "retarded" times. Only when 
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retardation effects can be neglected is a Lagrangian description of the 
system of particles alone possible. In view of this one might think that a 
Lagrangian could be formulated only in the static limit, i.e., to zeroth 
order in (v/c). We will now show, however, that lowest-order relativistic 
corrections can be included, giving an approximate Lagrangian for inter­
acting particles, correct to the order of (v/c)2 inclusive. 

It is sufficient to consider two interacting particles with charges q1 and 
q

2
, masses m

1 

and m
2

, and coordinates x
1 

and x
2

. The relative separation 
is r = x1 - x2. The interaction Lagrangian in the static limit is just the 
negative of the electrostatic potential energy, 

L~Rt __ q1q2 
m - (12.84) 

r 

If attention is directed to the first particle, this can be viewed as the negative 
of the product of q1 and the scalar potential <1>12 due to the second particle 
at the position of the first. This is of the same form as (12. 73). If we wish 
to generalize beyond the static limit, we must, according to (12. 74), 
determine both <1>

12 

and A
12

, at least to some degree of approximation. In 
general there will be relativistic corrections to both <1>12 and A12. But in 
the Coulomb gauge, the scalar potential is given correctly to all orders in 
tJ/c by the instantaneous Coulomb potential. Thus, if we calculate in that 
gauge, the scalar-potential contribution <1>12 is already known. All that 
needs to be considered is the vector potential A12. 

If only the lowest-order relativistic corrections are desired, retardation 
effects can be neglected in computing A12• The reason is that the vector 
potential enters the Lagrangian (12.74) in the combination qi(v1/c) • A 12• 

Since A12 itself is of the order of v2/c, greater accuracy in calculating A12 

is unnecessary. Consequently, we have the magnetostatic expression, 

,-J .!_ I Ji(x') d3x' 
A12-

c lx1 - x'I 
(12.85) 

where J t is the transverse part of the current due to the second particle, 
as discussed in Section 6.5. From equations (6.46)-(6.50) it is easy to see 
that the transverse current is 

J,(x') = q,v, ~(x' - x.) - !:,. v•(\~x~ --:.?) (12.86) 

When this is inserted in (12.85), the first term can be integrated immediately. 
Thus 

A12 ::::: q2V2 - q2 I 1 v, (V2 • (x' - X2)) dsx, (12.87) 
er 41rc lx1 - x11 Ix' - x2l3 
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By changing variables to y = x' - x2 and integrating by parts, the integral 
can be put in the form, 

A12 ~ q2V2 - q2 vr f V2 • y 1 asy (12.88) 
er 41rc '!/ IY - rl 

The integral can now be done in a straightforward manner to yield 

A,2 ~q:[;- ½V,(v•;r)] (12.89) 

The differentiation of the second term leads to the :final result 

A ~ q2 [ + r(v2 • r)J 
12- 2 V2 2 er r 

(12.90) 

With expression (12.90) for the vector potential due to the second 
particle at the position of the :first, the interaction Lagrangian for two 
charged particles, including lowest-order relativistic effects, is 

Lint = q1q2 (-1 + _!_[v1 • v2 + (vi• r)(v2 • r)J) (12.91) 
r 2~ ~ 

This interaction form was first obtained by Darwin in 1920. It is of 
importance in a quantum-mechanical discussion of relativistic corrections 
in two-electron atoms. In the quantum-mechanical problem the velocity 
vectors are replaced by their corresponding quantum-mechanical operators 
(Dirac ci's). Then the interaction is known as the Breit interaction (1930). 

12.7 Motion in a Uniform, Static, Magnetic Field 

As a first important example of the dynamics of charged particles in 
electromagnetic fields we consider the motion in a uniform, static, 
magnetic induction B. The equations of motion (12.66) are 

dp e -=-vxB, 
dt C 

dE =0 
dt 

(12.92) 

Since the energy is constant in time, the magnitude of the velocity is 
constant and so is y. Then the first equation can be written 

where 

dv - = V X WB 
dt 

eB ecB 
WB=--=-

ymc E 

(12.93) 

(12.94) 
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is the gyration or precession frequency. The motion described by (12.93) 
is a circular motion perpendicular to B and a uniform translation parallel 
to B. The solution for the velocity is easily shown to be 

(12.95) 

where E3 is a unit vector parallel to the field, E1 and E2 are the other 
orthogonal unit vectors, v11 is the velocity component along the field, and 
a is the gyration radius. The convention is that the real part of the equation 
is to be taken. Then one can see that (12.95) represents a counterclockwise 
rotation (for positive charge e) when viewed in the direction of B. Another 
integration yields the displacement of the particle, 

(12.96) 

The path is a helix of radius a and pitch angle oc = tan-1 (v,ifwBa). The 
magnitude of the gyration radius a depends on the magnetic induction B 
and the transverse momentum p.L of the particle. From (12.94) and (12.95) 
it is evident that 

cp.L = eBa 

This form is convenient for the determination of particle momenta. The 
radius of curvature of the path of a charged particle in a known B allows 
the determination of its momentum. For particles with charge the same 
in magnitude as the electronic charge, the momentum can be written 
numerically as 

p.L (Mev/c) = 3.00 x I0-4Ba (gauss-cm) (12.97) 

12.8 Motion in Combined, Uniform, Static Electric and Magnetic Fields 

We now consider a charged particle moving in a combination of electric 
and magnetic fields E and B, both uniform and static, but in general not 
parallel. As an important special case, perpendicular fields will be treated 
first. The force equation (12.66) shows that the particle's energy is not 
constant in time. Consequently we cannot obtain a simple equation for 
the velocity, as was done for a static magnetic field. But an appropriate 
Lorentz transformation simplifies the equations of motion. Consider a 
Lorentz transformation to a coordinate frame K' moving with a velocity 
u with respect to the original frame. Then the Lorentz force equation for 
the particle in K' is 

dp' ( v' x B') -=e E'+---
dt' C 
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where the primed variables are referred to the system K'. The fields E' 
and B' are given by relations ( 11.115) with v replaced by u, where 11 and .l 
refer to the direction of u. Let us first suppose that !El < ]Bl. If u is 
now chosen perpendicular to the orthogonal vectors E and B, 

(Ex B) 
U = C -'----"""" 

B2 
(12.98) 

we find the fields in K' to be 

(12.99) 

B11 ' = 0, 

In the frame K' the only field acting is a static magnetic field B' which 
points in the same direction as B, but is weaker than B by a factor y-1 . 

Thus the motion in K' is the same as that considered in the previous 
section, namely a spiraling around the lines of force. As viewed from the 
original coordinate system, this gyration is accompanied by a uniform 
"drift" u perpendicular to E and B given by (12.98). This drift is sometimes 
called the E x B drift. It has already been considered for a conducting 
fluid in another context in Section 10.3. The drift can be understood 
qualitatively by noting that a particle which starts gyrating around B is 
accelerated by the electric field, gains energy, and so moves in a path with 
a larger radius for roughly half of its cycle. On the other half, the electric 
field decelerates it, causing it to lose energy and so move in a tighter arc. 
The combination of arcs produces a translation perpendicular to E and B 
as shown in Fig. 12.5. The direction of drift is independent of the sign of 
the charge of the particle. 

The drift velocity u (12.98) has physical meaning only if it is less than 
the velocity of light, i.e., only if IEI < IBI. If IEI > IBI, the electric field 

Fig. 12.:5 E X B drift of charged 
particles in crossed fields. 

E 

u 
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is so strong that the particle is continually accelerated in the direction of E 
and its average energy continues to increase with time. To see this we 
consider a Lorentz transformation from the original frame to a system K" 
moving with a velocity 

I (EX B) 
u =c--­

E2 
(12.100) 

relative to the first. In this frame the electric and magnetic fields are 

E,1" = 0, E/ = :, E = (E"; B•r E 

B1( = 0, B_i" = y' (B - u' : E) = O 

(12.101) 

Thus in the system K" the particle is acted on by a purely electrostatic 
field which causes hyperbolic motion with ever-increasing velocity (see 
Problem 12. 7). 

The fact that a particle can move through crossed E and B fields with 
the uniform velocity u = cE/ B provides the possibility of selecting charged 
particles according to velocity. If a beam of particles having a spread in 
velocities is normally incident on a region containing uniform crossed 
electric and magnetic fields, only those particles with velocities equal to 
cE/B will travel without deflection. Suitable entrance and exit slits will 
then allow only a very narrow band of velocities around cE/ B to be 
transmitted, the resolution depending on the geometry, the velocities 
desired, and the field strengths. When combined with momentum 
selectors, such as a deflecting magnet, these E X B velocity selectors can 
separate a very pure and monoenergetic beam of particles of a definite 
mass from a mixed beam of particles with different masses and momenta. 
Large-scale devices of this sort are commonly used to provide experimental 
beams of particles produced in very high-energy accelerators. 

If E has a component parallel to B, the behavior of the particle cannot 
be understood in such simple terms as above. The scalar product E •Bis a 
Lorentz invariant quantity (see Problem 11.10), as is (B2 - £ 2). When the 
fields were perpendicular (E • B = 0), it was possible to find a Lorentz 
frame where E = 0 if IBI > IEI, or B = 0 if IEI > IBI. In those coordinate 
frames the motion was relatively simple. If E • B #- 0, electric and magnetic 
fields will exist simultaneously in all Lorentz frames, the angle between the 
fields remaining acute or obtuse depending on its value in the original 
coordinate frame. Consequently motion in combined fields must be 
considered. When the fields are static and uniform, it is a straightforward 
matter to obtain a solution for the motion in cartesian components. This 
will be left for Problem 12.10. 
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12.9 Particle Drifts in Nonuniform, Static Magnetic Fields 

In astrophysical and thermonuclear applications it is of considerable 
interest to know how particles behave in magnetic fields which vary in 
space. Often the variations are gentle enough that a perturbation solution 
to the motion, first given by Alfven, is an adequate approximation. 
"Gentle enough" generally means that the distance over which B changes 
appreciably in magnitude or direction is large compared to the gyration 
radius a of the particle. Then the lowest-order approximation to the 
motion is a spiraling around the lines of force at a frequency given by the 
local value of the magnetic induction. In the next approximation, slow 
changes occur in the orbit which can be described as a drifting of the 
guiding center. 

The first type of spatial variation of the field to be considered is a 
gradient perpendicular to the direction of B. Let the gradient at the point 
of interest be in the direction of the unit vector n, with n • B = 0. Then~ 
to first order, the gyration frequency can be written 

[ 1 (oB' ] wn(x) = _e_ B(x) ,._, w0 1 + - -~) n · x 
ymc B0 .o~ 0 

(12.102) 

In (12.102) ~ is the coordinate in the direction n, and the expansion is 
a bout the origin of coordinates where w 13 = w0. Since the direction of Bis 
unchanged, the motion parallel to B remains a uniform translation. 
Consequently we consider only modifications in the transverse motion. 
Writing v1- = v0 + Vi, where v0 is the uniform-field transverse velocity and 
V1 is a small correction term, we can substitute (12.102) into the force 
equation 

(12.103) 

and, keeping only first-order terms, obtain the approximate result, 

dv1 ,.._, [v1 + Vo(n. Xo) _l (a~') ] X Wo 
dt B0 ot; 0 

(12.104) 

From (12.95) and (12.96) it is easy to see that for a uniform field the 
transverse velocity v0 and coordinate x0 are related by 

v O = -w0 x (x0 - X) 

1 
(Xo - X) = - 2 ( w0 X v0 ) 

Wo 

l 
I 

I (12.105) 
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where X is the center of gyration of the unperturbed circular motion 
(X = 0 here). If (w0 x v0) is eliminated in (12.104) in favor of Xo, we 
obtain 

(12.106) 

This shows that, apart from oscillatory terms, v1 has a non zero average 
value, 

(12.107) 

To determine the average value of (Xo) _i<n • Xo), it is necessary only to 
observe that the rectangular components of (Xo) J. oscillate sinusoidally 
with peak amplitude a and a phase difference of 90°. Hence only the 
component of (Xo) .1 parallel to n contrib~tes to the average, and 

Thus the gradient drift velocity is given by 

a2 1 oB 
v O = - - - ( w0 x n) 

2 B0 o~ 

An alternative form, independent of coordinates, is 

v0 a ( V -- =-.,BX .1B) 
wna 2B-

(12.108) 

(12.109) 

(12.110) 

From (12.110) it is evident that, if the gradient of the field is such that a 

VB 
Fig. 12.6 Drift of charged par­
ticles due to transverse gradient 

of magnetic field. 
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y y 

Bo 

X X 

(a) (b) 

Fig. 12.7 (a) Particle moving in helical path along lines of uniform, constant magnetic 
induction. (h) Curvature of lines of magnetic induction will cause drift perpendicular 

to the (x, y) plane. 

]V Bf Bl~ 1, the drift velocity is small compared to the orbital velocity 
(wnfl). The particle spirals rapidly while its centerofrotationmovesslowly 
perpendicular to both B and VB. The sense of the drift for positive 
particles is given by (12.110). For negatively charged particles the sign of 
the drift velocity is opposite ; the sign change comes from the definition 
of wB. The gradient drift can be understood qualitatively from considera­
tion of the variation of gyration radius as the particle moves in and out of 
regions of larger than average and smaller than average field strength. 
Figure 12.6 shows this qualitative behavior for both signs of charge. 

Another type of field variation which causes a drifting of the particle's 
guiding center is curvature of the lines of force. Consider the two­
dimensional field shown in Fig. 12.7. It is locally independent of z. On 
the left-hand side of the figure is a constant, uniform magnetic induction 
8 0, parallel to the x axis. A particle spirals around the field lines with a 
gyration radius a and a velocity W]Jll, while moving with a uniform velocity 
v11 along the lines of force. We wish to treat that motion as a zero-order 
approximation to the motion of the particle in the field shown on the right­
hand side of the figure, where the lines of force are curved with a local 
radius of curvature R which is large compared to a. 

The first-order motion can be understood as follows. The particle tends 
to spiral around a field line, but the field line curves off to the side. As far 
as the motion of the guiding center is concerned, this is equivalent to a 
centrifugal acceleration of magnitude v//R. This acceleration can be 
viewed as arising from an effective electric field, 

ym R 2 
Eerf = -- t:11 

e R2 
(12.111) 
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in addition to the magnetic induction Bo- From (12.98) we see that the 
combined effective electric field and the magnetic induction cause a 
curvature drift velocity, 

ym 2 R x B0 
Ve~ C -Vu 2 

e RB 2 
0 

(12.112) 

With the definition of run = eB0/ ymc, the curvature drift can be written 

_ v/ (R x B0) Vc---
wBR RB0 

(12.113) 

The direction of drift is specified by the vector product, in which R is the 
radius vector from the effective center of curvature to the position of the 
charge. The sign in (12.113) is appropriate for positive charges and is 
independent of the sign of vii" For negative particles the opposite sign 
arises from w n · 

A more straightforward, although pedestrian, derivation of (12.113) can 
he given by solving the Lorentz force equation directly. If we use cylin­
drical coordinates (p, q,, z) appropriate to Fig. 12. 7b with origin at the center 
of curvature, the magnetic induction has only a </, component, B4, = B0. 

Then the force equation can be easily shown to give the three equations, 

p - p<fo2 = -WBZ 

p(fo + 2p¢ = 0 

Z = Wnf> 

(12.114) 

If the zero-order trajectory is a helix with radius a small compared to the 
radius of curvature R, then~ to Jowest order, ¢ r--.1 v11 / R, while p ~ R. Thus 
the first equation of (12.114) yields an approximate result for z: 

V 2 
• - , II 
Z'.:::--

w11R 
(12.115) 

This is just the curvature drift given by (12.113). 
For regions of space in which there are no currents the gradient drift 

v0 (12.110) and the curvature drift Ve (12.113) can be combined into one 
simple form. This follows from the fact that V x B = 0 implies 

VJ.B R --=--
B R2 

(12.116) 

Evidently then the sum of v0 and Ve is a general drift velocity, 

(12.117) 
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where v.L = Wn(l is the transverse velocity of gyration. For singly charged 
nonrelativistic particles in thermal equilibrium, the magnitude of the drift 
velocity is 

v n(cm/sec) = _17_2_T __ (o_K_)_ 
R(m) B(gauss) 

(12.118) 

The particle drifts implied by (12.117) are troublesome in certain types 
of thermonuclear machines designed to contain hot plasma. A possible 
configuration is a toroidal tube with a strong axial field supplied by 
solenoidal windings around the torus. With typical parameters of R = l 
meter, B = 103 gauss, particles in a 1-ev plasma (T ,.._, 104°K) will have 
drift velocities vn ,-.., 1.8 x 103 cm/sec. This means that they will drift out 
to the walls in a small fraction of a second. For holler plasmas the drift 
rate is correspondingly greater. One way to prevent this first-order drift 
in toroidal geometries is to twist the torus into a figure eight. Since the 
particles generally make n:iany circuits around the closed path before 
drifting across the tube, they feel no net curvature or gradient of the field. 
Consequently they experience no net drift, at least to first order in 1/R. 
This method of eliminating drifts due to spatial variations of the magnetic 
field is used in the Stellarator type of thermonuclear machine, in which 
containment is attempted with a strong, externally produced, axial 
magnetic field, rather than a pinch (see Sections 10.5-10.7). 

12.10 Adiabatic Invariance of Flux through Orbit of Particle 

The various motions discussed in the previous sections have been 
perpendicular to the lines of magnetic force. These motions, caused by 
electric fields or by the gradient or curvature of the magnetic field, arise 
because of. the peculiarities of the magnetic-force term in the Lorentz force 
equation. To complete our general survey of particle motion in magnetic 
fields we must consider motion parallel to the lines of force. It turns out 
that for slowly varying fields a powerful tool 1s the concept of adiabatic 
invariants. In celestial mechanics and in the old quantum theory adiabatic 
invariants were useful in discussing perturbations on the one hand, and in 
deciding what quantities were to be quantized on the other. Our discussion 
will resemble most closely the celestial mechanical problem, since we are 
interested in the behavior of a charged particle in slowly varying fields 
which can be viewed as small departures from the simple, uniform, static 
field considered in Section 12.7. 

The concept of adiabatic invariance is introduced by considering the 
action integrals of a mechanical system. If qi and Pi are the generalized 
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canonical coordinates and momenta, then, for each coordinate which is 
periodic, the action integral Ji is defined by 

(12.119) 

The integration is over a complete cycle of the coordinate q;. For a given 
mechanical system with specified initial conditions the action integrals Ji 
are constants. If now the properties of the system are changed in some way 
(e.g., a change in spring constant or mass of some particle), the question 
arises as to how the action integrals change. It can be proved* that, if 
the change in property is slow compared to the relevant periods of motion 
and is not related to the periods (such a change is called an adiabatic 
change), the action integrals are invariant. This means that, if we have a 
certain mechanical system in some state of motion and we make an 
adiabatic change in some property so that after a long time we end up with 
a different mechanical system, the final motion of that different system will 
be such that the action integrals have the same values as in the initial 
system. Clearly this provides a powerful tool in examining the effects of 
small changes in properties. 

For a charged particle in a uniform, static, magnetic induction B the 
transverse motion is periodic. The action integral for this transverse 
motion is 

J = f P.1. di, (12.120) 

where P .1 is the transverse component of the canonical momentum (I 2. 77) 
and di is a directed line element along the circular path of the particle. 
From (12.77) we find that 

J = f ymv .1 • di + ~ f A • di (12.121) 

Since v .1 is parallel to di, we find 

J = f ymw Ba2 d0 + : f A • di (12.122) 

Applying Stokes's theorem to the second integral and integrating over (J 

in the first integral, we obtain 

J = 21rymw Ba2 + ~ r B • n da (12.123) 
C Js 

* See, for example, M. Born, The Mechanics of the Atom, Bell, London (1927). 
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Since the line element di in (12.120) is in a counterclockwise sense relative 
to B, the unit vector n is antiparallel to B. Hence the integral over the 
circular orbit subtracts from the first term. This gives 

e 
J = ymwB7Ta2 = - (B'1Ta 2) (12.124) 

C 

making use of wB = eB/ymc. The quantity B'TTa2 is the flux through the 
particle's orbit. 

If the particle moves through regions where the magnetic field strength 
varies slowly in space or time, the adiabatic invariance of J means that the 
flux linked by the particle's orbit remains constant. If B increases, the 
radius a will decrease so that BTTa2 remains unchanged. This constancy of 
flux linked can be phrased in several ways involving the particle's orbit 
radius, its transverse momentum, its magnetic moment. These different 
statements take the forms: 

Ba
2 

} 
pl. 2/B are adiabatic invariants (12.125) 

yµ 

whereµ= (ewnt12/2c) is the magnetic moment of the current loop of the 
particle in orbit. If there are only static magnetic fields present, the speed 
of the particle is constant and its total energy does not change. Then the 
magnetic momentµ is itself an adiabatic invariant. In time-varying fields 
or with static electric fields, µ is an adiabatic invariant only in the 
nonrelativistic limit. 

Let us now consider a simple situation in which a static magnetic field 
B acts mainly in the z direction, but has a small positive gradient in that 
direction. Figure 12.8 shows the general behavior of the lines of force. In 
addition to the z component of field there is a small radial component due 
to the curvature of the lines of force. For simplicity we assume cylindrical 
symmetry. Suppose that a particle is spiraling around the z axis in an 

X 

Fig. 12.8 
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orbit of small radius with a transverse velocity v lo and a component of 
velocity v110 parallel to Batz = 0, where the axial field strength is 80. The 
speed of the particle is constant so that at any position along the z axis 

v112 + vl.2 = v02 (12.126) 

where v02 = v 1.o2 + v110 2 is the square of the speed at z = 0. If we assume 
that the flux linked is a constant of the motion, then ( 12.125) allows us to 
write 

(12.127) 

where Bis the axial magnetic induction. Then we find the parallel velocity 
at any position along the z axis given by 

2 2 2B(z) (1212 Vu = Vo - v l.O - • 8) 
Bo 

Equation (12.128) for the velocity of the particle in the z direction is 
equivalent to the first integral of Newton's equation of motion for a 
particle in a one-dimensional potential* 

V 2 
V(z) = ½m ....:!&.. B(z) 

Bo 

If B(z) increases enough, eventually the right-hand side of (12.128) will 
vanish at some point z = z0• This means that the particle spirals in an 
ever-tighter orbit along the lines of force, converting more and more 
translational energy into energy of rotation, until its axial velocity vanishes. 
Then it turns around, still spiraling in the same sense, and moves back in 
the negative z direction. The particle is reflected by the magnetic field, as 
is shown schematically in Fig. 12.9. 

Equation (12,128) is a consequence of the assumption that P1.2/B is 
invariant. To show that at least to first order this invariance follows 
directly from the Lorentz force equation, we consider an explicit solution 
of the equations of motion. If the magnetic induction along the axis is 
B(z), there will be a radial component of the field near the axis given by 
the divergence equation as 

oB(z) 
Bp(p) z) '.::::'. -½p -- (12.129) 

oz 

where p is the radius out from the axis. The z component of the force 
equation is 

e • e • oB(z) z = -(-pf/>Bp)~-- p2¢--
ymc 2ymc oz 

(12.130) 

* Note, however, that our discussion is fully relativistic. The analogy with one­
dimensional nonrelativistic mechanics is only a formal one. 
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Fig. 12.9 Reflection of charged 
particle out of region of high field 

strength. 

423 

where ~ is the angular velocity around the z axis. This can be written, 
correct to first order in the small variation of B(z), as 

.. V.1.02 oB(z) 
z~ ----

2Bo oz (12.131) 

where we have used p2~ ,.._, -(a2wB)o = -(vJ.02/wBO). Equation (12,131) has 
as its first integral equation (12.128), showing that to first order in small 
quantities the constancy of flux linking the orbit follows directly from the 
equations of motion. 

The adiabatic invariance of the flux linking an orbit is useful in discussing 
particle motions in all types of spatially varying magnetic fields. The 
simple example described above illustrates the principle of the "magnetic 
mirror" : charged particles are reflected by regions of strong magnetic 
field. This mirror property formed the basis of a theory of Fermi for the 
acceleration of cosmic-ray particles to very high energies in interstellar 
space by collisions with movmg magnetic clouds. The mirror principle 
can be applied to the containment of a hot plasma for thermonuclear 
energy production. A magnetic bottle can be constructed with an axial 
field produced by solenoidal windings over some region of space, and 
additional coils at each end to provide a much higher field towards the 
ends. The lines of force might appear as shown in Fig. 12.10. Particles 
created or injected into the field in the central region will spiral along the 
axis, but will be reflected by the magnetic mirrors at each end. If the 
ratio of maximum field Bm in the mirror to the field Bin the central region 
is very large, only particles with a very large component of velocity parallel 
to the axis can penetrate through the ends. From (12.128) is it evident that 
the criterion for trapping is 

V110 (Bm i)½ -< --
V,10 B 

(12.132) 
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I 
B Bm 

Fig. 12.10 Schematic diagram 
of .. mirror" machine for the 
containment of a hot plasma. 

If the particles are injected into the apparatus, it is easy to satisfy require­
ment (12.132). Then the escape of particles is governed by the rate at 
which they are scattered by residual gas atoms, etc., in such a way that 
their velocity components violate (12.132). 

Another area of application of these principles is to terrestrial and 
stellar magnetic fields. The motion of charged particles in the magnetic 
dipole fields of the sun or earth can be understood in terms of the adiabatic 
invariant discussed here and the drift velocities of Section 12.9. Some 
aspects of this topic are left to Problems 12.11 and 12.12 on the trapped 
particles around the earth (the Van Allen belts). 

REFERENCES AND SUGGESTED READING 

The applications of relativistic kinematics, apart from precision work in low-energy 
nuclear physics, all occur in the field of high-energy physics. In books on that field, the 
relativity is taken for granted, and calculations of kinematics are generally omitted or 
put in appendices. One exception is the book by 

Baldin, Gol'danskii, and Rozenthal 
which covers the subject exhaustively with many graphs. 

The Lagrangian and Hamiltonian formalism for relativistic charged particles is treated 
in every advanced mechanics textbook, as well as in books on electrodynamics. Some 
useful references are 

Corben and Stehle, Chapter 16, 
Goldstein, Chapter 6, 
Landau and Lifshitz, Classical Theory of Fields, Chapters 2 and 3. 

The motion of charged particles in external electromagnetic fields, especially inhomo­
geneous magnetic fields, is an increasingly important topic in geophysics. solar physics, 
and thermonuclear research. The classic reference for these problems is 

Alfven, 
but the basic results are also presented by 

Chandrasekhar, Chapters 2 and 3, 
Linhart, Chapter 1, 
Spitzer. Chapter 1. 
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Another important application of relativistic charged-particle dynamics is to high­
energy accelerators. An introduction to the physics problems of this field will be found 
in 

Corben and Stehle, Chapter 17, 
Livingston. 

For a more complete and technical discussion, with references, consult 
E. D. Courant and H. S. Snyder, Ann. Phys., 3, 1 (1958). 

PROBLEMS 

12.l Use the transformation to center of momentum coordinates to determine 
the threshold kinetic energies in Mev for the following processes: 

(a) pi-meson production in nucleon-nucleon collisions (m-rr/M = 0.15), 
(b) pi-meson production in pi meson-nucleon collisions, 
( c) pi-meson pair production in nucleon-nucleon collisions, 
(d) nucleon-pair production in electron-electron collisions. 

12.2 If a system of mass M decays or transforms at rest into a number of 
particles, the sum of whose masses is less than M by an amount ll.M, 

(a) show that the maximum kinetic energy of the ith particle (mass m,) is 

(Ti)max = ~Mc2 ( 1 - ':; - ~Z) 
(b) determine the maximum kinetic energies in Mev and also the ratios 

to AMc2 of each of the particles in the following decays or transformations 
of particles at rest: 

µ-e+v+:v 
x+ -1T+ + 71- + n+ 

K± --+- e± + 1r0 + v 

K± -+ µ± + 1r0 + v 

p + P -+ 21r+ + 21r- + 'ITO 

p + p -+ x+ + x- + 31r0 

12.3 A pi meson (m1c2 = 140 Mev) collides with a proton (m 2c2 = 938 Mev) 
at rest to create a K meson (m3c2 = 494 Mev) and a lambda hyperon 
(m4c2 = 1115 Mev). Use conservation of energy and momentum, plus 
relativistic kinematics, to find 

(a) the kinetic energy in Mev of the incident pi meson at threshold for 
production of K mesons, and compare this with the Q value of the 
reaction; 

(b) the kinetic energy of the pi meson in Mev in order to create K 
mesons at 90° in the laboratory; 

(c) the kinetic energy of K mesons emerging at 0° in the laboratory 
when the kinetic energy of the pi meson is 20 per cent greater than in (b); 

(a) the kinetic energy of K mesons at 90° in the laboratory when the 
incident pi meson has a kinetic energy of 1500 Mev. 

12.4 It is a well-established fact that Newton's equation of motion 

ma'= eE' 
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holds for a small charged body of mass m and charge e in a coordinate 
system K' where the body is momentarily at rest. Show that the Lorentz 
force equation 

dp = e(E + ! x B) 
dt C 

fo11ows directly from the Lorentz transformation properties of accelera­
tions and electromagnetic fields. 

12.S An alternative approach to the Lagrangian formalism for a relativistic 
charged particle is to treat the 4-vector of position xµ and the 4-velocity 
Uµ = (yv, iyc) as Lagrangian coordinates. Then the Euler-Lagrange 
equations have the obviously covariant form, 

d( 'iJL) oL _ 0 
d-r OUµ - OXµ -

where Lis a Lorentz invariant Lagrangian and 7' is the proper time. 
(a) Show that 

gives the correct relativistic equations of motion for a particle interacting 
with an external field described by the 4-vector potential Aµ. 

(b) Define the canonical momenta and write out the Hamiltonian in 
both covariant and space-time form. The Hamiltonian is a Lorentz 
invariant. What is its value? 

12.6 (a) Show from Hamilton's principle that Lagrangians which differ only 
by a total time derivative of some function of the coordinates and time are 
equivalent in the sense that they yield the same Euler-Lagrange equations 
of motion. 

(b) Show explicitly that the gauge transformation A,, _..,. Aµ + ( oA/ oxµ) 
of the potentials in the charged-particle Lagrangian (12.75) merely 
generates another equivalent Lagrangian. 

12.7 A particle with mass m and charge e moves in a uniform, static, electric 
field E0. 

(a) Solve for the velocity and position of the particle as explicit functions 
of time, assuming that the initial velocity v0 was perpendicular to the 
electric field. 

(b) Eliminate the time to obtain the trajectory of the particle in space. 
Discuss the shape of the path for short and long times ( define •'short" 
and "long" times). 

12.8 It is desired to make an E x B velocity selector with uniform. static, 
crossed, electric and magnetic fields over a length L. If the entrance and 
exit slit widths are dx, discuss the interval du of velocities around the 
mean value u = cE/B, which is transmitted by the device as a function of 
the mass, the momentum or energy of the incident particles, the field 
strengths, the length of the selector, and any other relevant variables. 
Neglect fringing effects at the ends. Base your discussion on the practical 
facts that L ,...._, few meters, Emax ,.._, 3 x 104 volts/cm, dx ,.._, 10-1 to 10-2 cm, 
u ,_, 0.5 to 0.995c. 
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1Z.9 A particle of mass m and charge e moves in the laboratory in crossed, 
static, uniform, electric and magnetic fields. E is parallel to the x axis; 
B is parallel to the y axis. 

(a) For ]El < IBI make the necessary Lorentz transformation described 
in Section 12.8 to obtain explicitly parametric equations for the particle's 
trajectory. 

(b) Repeat the calculation of (a) for IEI > IBI. 
12.10 Static, uniform electric and magnetic fields, E and B, make an angle of 0 

with respect to each other. 
(a) By a suitable choice of axes, solve the force equation for the motion 

of a particle of charge e and mass m in rectangular coordinates. 
(b) For E and B parallel, show that with appropriate constants of 

integration, etc., the parametric solution can be written 

x == AR sin </,, 
R 

y = AR cos cf,, z = - v't + A2 cosh (pep) 
p 

ct = R v' 1 + A2 sinh (pc/,) 
p 

where R = (mc2/ eB), p = (E/ B), A is an arbitrary constant, and 4> is the 
parameter [actually c/R times the proper time]. 

12.11 The magnetic field of the earth can be represented approximately by a 
magnetic dipole of magnetic moment M = 8.1 x 1026 gauss-cm3. Con­
sider the motion of energetic electrons in the neighborhood of the earth 
under the action of this dipole field (Van Allen electron belts). 

(a) Show that the equation for a line of magnetic force is r = r0 sin2 0, 
where 8 is the usual polar angle (colatitude) measured from the axis of the 
dipole, and find an expression to the magnitude of B along any line of 
force as a function of O. 

(b) A positively charged particle spirals around a line of force in the 
equatoria] plane with a gyration radius a and a mean radius R (a ~ R). 
Show that the particle's azimuthal position (longitude) changes approxi­
mately linearly in time according to 

3(a)2 
4,(t) = 4,,0 + 2 R wB(t - t0) 

where w B is the frequency of gyration at radius R. 
(c) If, in addition to its circular motion of (b), the particle has a small 

component of velocity para1lel to the lines of force, show that it undergoes 
small oscillations in 0 around 8 = '"/2 with a frequency n = (3 / V2)(a/ R)w B· 
Find the change in longitude per cycle of oscillation in latitude. 

(d) For an electron of 10 Mev at a mean radius R = 3 x 109 cm, find 
wB and a, and so determine how long it takes to drift once around the 
earth and how long it takes to execute one cycle of osciUation in latitude. 
Calculate these same quantities for an electron of 10 Kev at the same 
radius. 

12.12 A charged particle finds itself instantaneously in the equatorial plane of 
the earth's magnetic field (assumed to be a dipole field) at a distance R 
from the center of the earth. Its velocity vector at that instant makes an 
angle oc with the equatorial plane (v 11/v1. = tan oc). Assuming that the 
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particle spirals along the lines of force with a gyration radius a ~ R, and 
that the flux linked by the orbit is a constant of the motion, find an 
equation for the maximum magnetic latitude l reached by the particle as 
a function of the angle oc. Plot a graph (not a sketch) of l versus oc. Mark 
parametrically along the curve the values of ex for which a particle at 
radius R in the equatorial plane will hit the earth (radius R0) for 
R/R0 = 1.5, 2.0, 2.5, 3, 4, 6, 8, 10. 



13 

Collisions between 
Charged Particles, 
Energy Loss, 
and Scattering 

In this chapter collisions between swiftly moving, charged particles 
are considered, with special emphasis on the exchange of energy between 
collision partners and on the accompanying deflections from the incident 
direction. A fast charged particle incident on matter makes collisions with 
the atomic electrons and nuclei. If the particle is heavier than an electron 
(mu or pi meson, K meson, proton, etc.), the collisions with electrons and 
with nuclei have different consequences. The light electrons can take up 
appreciable amounts of energy from the incident particle without causing 
significant deflections, whereas the massive nuclei absorb very little energy 
but because of their greater charge cause scattering of the incident particle. 
Thus loss of energy by the incident particle occurs almost entirely in 
collisions with electrons. The deflection of the particle from its incident 
direction results, on the other hand, from essentially elastic collisions with 
the atomic nuclei. The scattering is confined to rather small angles, so that 
a heavy particle keeps a more or less straight~Iine path while losing energy 
until it nears the end of its range. For incident electrons both energy loss 
and scattering occur in collisions with the atomic electrons. Consequently 
the path is much less straight. After a short distance, electrons tend to 
diffuse into the material, rather than go in a rectilinear path. 

The subject of energy loss and scattering is an important one and is 
discussed in several books* where numerical tables and graphs are 

* See references at the end of the chapter. 
429 
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presented. Consequently our discussion will emphasize the physical ideas 
involved, rather than the exact numerical formulas. Indeed, a full 
quantum-mechanical treatment is needed to obtain exact results, even 
though all the essential features are classical or semiclassical in origin. 
The order of magnitude of the quantum effects are all easily derivable 
from the uncertainty principle, as will be seen in what follows. 

We will begin by considering the simple problem of energy transfer to a 
free electron by a fast heavy particle. Then the effects of a binding force on 
the electron are explored, and the classical Bohr formula for energy loss is 
obtained. Quantum modifications and the effect of the polarization· of 
the medium are described, followed by a discussion of energy loss in an 
electronic plasma. Then the elastic scattering of incident particles by 
nuclei and multiple scattering are presented. Finally, a discussion is given 
of the electrical resistivity of a plasma caused by screened Coulomb 
collisions. 

13.1 Energy Transfer in a Coulomb Collision 

A swift particle of charge ze and mass M collides with an electron in an 
atom. If the particle moves rapidly compared to the characteristic velocity 
of the electron in its orbit, during the collision the electron can be treated 
as free and initially at rest. As further approximations we will assume that 
the momentum transfer Ap is sufficiently small that the incident particle 
is essentially undeflected from its straight-line path, and that the recoiling 
electron does not move appreciably during the collision. Then to find the 
energy transfer during the collision we need only calculate the momentum 
impulse caused by the electric field of the incident particle at the position 
of the electron. The particle's magnetic field is of negligible importance if 
the electron is essentially at rest. 

Figure 13.1 shows the geometry of the collision. The incident particle 
has a velocity v and an energy E = y Mc2. It passes the electron of charge e 
and mass m -< M at an impact parameter b. At the position of the elec­
tron the fields of the incident particle are given by (I l.118) with q = ze. 
Only the transverse electric field E1 has a nonvanishing time integral. 

ze,M v 

Fig. 13.1 
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Consequently the momentum impulse ~pis in the transverse direction and 
has the magnitude 

f 00 2ze2 
!)..p = eEi(t) dt = -

-c0 bv 
(13.1) 

It should be noted that /)..pis independent of y, as discussed in Section 
11.10 below Eq. (11.119). The energy transferred to the electron is 

!)..E(b) = (!)..p)2 = 2z2e4 (!) (13.2) 
2m mv2 b2 

The angular deflection of the incident particle is given by () ~ !)..p/p, 
provided !)..p <{; p. Thus, for small deflections, 

2ze2 8,...,-
pvb 

(13.3) 

This result can be compared with the well-known exact expression for the 
Rutherford scattering of a nonrelativistic particle of charge ze by a 
Coulomb force field of charge z' e: 

0 2zz'e2 
2 tan - = -- (13.4) 

2 pvb 

We see that for small angles the two expressions agree.* 
The energy transfer /)..E(b) given by (13.2) has several interesting features. 

It depends only on the charge and velocity of the incident particle, not on 
its mass. It varies inversely as the square of the impact parameter so that 
close collisions involve very large energy transfers. There is, of course, an 
upper limit on the energy transfer, corresponding to a head-on collision. 
Our method of calculation is really valid only for large values of b. We 
can obtain a lower limit bmin on the impact parameter for which our 
approximate calculation is valid by equating (13.2) to the maximum 
allowable energy transfer (12.59): 

!)..E(bm1n) = /)..£max = 2my2v2 

This yields the lower bound, 
ze2 

bmin = --2 
ymv 

(13.5) 

(13.6) 

• Actually there is a question of reference frames in comparing (13.3) and (13.4). 
Since (13.4) holds for a fixed center of force (or the CM system), we should compare it 
with the result for the deflection of the light electron in the frame where the heavy 
incident particle is at rest. Then (13.3) holds with p ~ -ymv as the electron momentum 
in that frame. The reader may verify that (13.3) and (13.4) are also consistent in the 
frame in which the electron is at rest by using (12.50) and (12.54) to transform angles 
from the CM system to the laboratory. 
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below which our approximate result (13.2) must be replaced by a more 
exact expression which tends to (13.5) as b-+ 0. It can be shown (Problem 
13.1) that a proper treatment gives the more accurate result, 

ll.E(b) ~ 2z2e4( 1 ) (13.7) 
mv2 b~in + b2 

Equation (13.7) exhibits the proper limiting behavior as b ~ 0 and reduces 
to (13.2) for b ~ bmtn• 

The lower limit on b can be obtained by another argument. Equation 
(13.2) was derived under the assumption that the electron did not move 
appreciably during the collision. As long as the distance d it actually 
moves is small compared to b, we may expect that (13.2) will be correct. 
An estimate of d can be obtained by saying that 6.p/2m is an average 
velocity of the electron during the collision, and that the time of collision 
is given by (11.120). Hence the distance traveled during the collision is of 
the order of 

6-p ze2 
d r--w - X /:l.t = -- = brnin 

2m ymv2 
(13.8) 

As long as b ~ d, (13.2) should hold. This is exactly the condition 
implied by (13.7). 

At the other extreme of very distant collisions the approximate result 
(13.2) for ll.E(b) is in error because of the binding of the atomic electrons. 
We assumed that the electrons were free, whereas they are actually bound 
in atoms. As long as the collision time (11.120) is short compared to the 
orbital period of motion, it may be expected that the collision will be sudden 
enough that the electron may be treated as free. If, on the other hand, the 
collision time (11.120) is very long compared to the orbital period, the 
electron will make many cycles of motion as the incident particle passes 
slowly by and will be influenced adiabatically by the fields with no net 
transfer ot' energy. The dividing point comes at impact parameter bmax• 

where the collision time (I 1.120) and the orbital period are comparable, If 
w is a characteristic atomic frequency of motion, this condition is 

or 
yv 

bmax = -
ru 

(13.9) 

For impact parameters greater than bmax it can be expected that the energy 
transfer falls below (13.2), going rapidly to zero for b ► bmax· 

The general behavior of ll.E(b) as a function of b is shown in Fig. 13.2. 
The dotted curve represents the approximate form (13 .2), while the solid 
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curve is a representation of the correct result. In the interval bmin < b < 
bmax the energy transfer is given approximately by (13.2). But for impact 
parameters outside that interval, the energy transfer is considerably less. 

A fast particle passing through matter '"sees'' electrons at various 
distances from its path. If there are N atoms per unit volume with Z 
electrons per atom, the number of electrons located at impact parameters 
between band (b + db) in a thickness dz of matter is 

dn = NZ 2,,,b db dx (13.10) 

To find the energy lost per unit distance by the incident particle we multiply 
(13.10) by the energy transfer liE(b) and integrate over all impact para­
meters. Thus the energy loss is 

dE = 21rNzf~E(b)b db (13.11) 
dx 

In view of the behavior of ~E(b) shown in Fig. 13.2 we may use approxi­
mation (13.2) and integrate between bm1n and bmax- Then we find the result 

dE z2e4. f.bmax 1 
-~41rNZ-2 2 bdb 
dx mv bmtn b 

(13.12) 
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or 

(13.13) 

where 
b 2 3 

B=~__,ymv 
- 2 hmm ze w 

(13.14) 

This approximate expression for the energy loss exhibits all the essential 
features of the classical result due to Bohr ( 1915). The method of handling 
the lower limit of integration in (13.12) is completely equivalent to using 
(13.7) for ~E(b). The cutoff at b = bma.x is only approximate. Con­
sequently B is uncertain by a factor of the order of unity. Because B 
appears in the logarithm, this factor is of negligible importance numeri­
cally. In any event, a proper treatment of binding effects is given in the 
next section. Discussion of (13.13) as a function of energy and its com­
parison with experiment will be deferred until Section 13.3. 

13.2 Energy Transfer to a Harmonically Bound Charge 

In order to justify the plausible value hmax (13.9) of the impact parameter 
which divides the Coulomb collisions for h < bmax with the free-energy 
transfer (13.2) and essentially adiabatic collisions for b > bmax with 
negligible energy transfer, we consider the problem of the energy lost by a 
massive charged particle with charge ze and velocity v passing a harmoni­
cally bound charge of mass m and charge e. This will serve as a simplified 
model for energy loss of particles passing through matter. As before, we 
will assume that the massive particle is deflected only slightly in the 
encounter so that its path can be approximated by a straight line. It passes 
by the bound particle at an impact parameter b, measured from the origin 
0 of the binding force, as shown in Fig. 13.3. Since we are primarily 
interested in large impact parameters where binding effects are important, 

.ze, M 

0 

Fig. 13.3 

e, m 
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we may assume that the energy transfer is not large, that the motion of the 
bound particle is nonrelativistic throughout the collision, and that its 
initial and final amplitudes of oscillation about the origin O are small 
compared to b. Then only the electric field of the incident particle need 
be included in the force equation. Furthermore, its variation over the 
position of the bound particle may be neglected, and its effective value can 
be taken as that at the origin 0. This is sometimes called the dipole approxi­
mation, by analogy with the corresponding problem of absorption of 
radiation. 

With these approximations the force equation for the harmonically 
bound charge can be written as 

X + rx + Wo2X = !!_ E(t) (13.15) 
m 

where E(t) is the electric field at O due to the charge ze, its components 
being given by (11.118), w0 is the characteristic frequency of the binding, 
and r is a small damping constant. The damping factor is not essential, 
but it is present to at least some degree in actual physical systems and serves 
to remove certain ambiguities which would arise in its absence. To solve 
(13.15) we Fourier-analyze both E(t) and x(t): 

1 J ~ . t x(t) = ✓- x(w)e-uo dw 
21T -i:o 

(13.16) 

1 Joo . E(t) = ✓- E(w)e-imt dw 
21T -oo 

(13.17) 

Since both x(t) and E(t) are real, the positive and negative frequency parts 
of their transforms are related by 

x(-w) = x*(ru) 

E(-w) = E*(w) 
(13.18) 

When the Fourier integral forms are substituted into the force equation, 
we find 

x(ru) = ~ E(w) 
a • r a m w0 - iru - w 

(13.19) 

With the known form of E(t) the Fourier amplitude E(w) can be deter­
mined. Then x(t) can be found from (13.16), using (13.19). The problem 
is solved, provided one can do the integrals. 

The quantity of immediate interest is not the detailed motion of the 
bound particle, but the energy transfer in the collision. This can be found 
by considering the work done by the incident particle on the bound one. 
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The rate of doing work is given by 

dE =fE. J dax, 
dt 

Thus the total work done by the particle passing by is 

AE = f _: dt f d3x' E • J 

(13.20) 

(13.21) 

The current density is J = ev o[x' - x(t)] for the bound charge. Con­
sequently 

(13.22) 

where v = x, and in the dipole approximation Eis the field of the incident 
particle at the origin 0. Using the Fourier representations (13.16) and 
(13.17), as well as that for a delta function (2.52), and the reality con­
ditions (13.18), the energy transfer can be written 

AE = 2e Re f
0

00 -irux(ru) • E*(ru) dw (13.23) 

If now the result (13.19) for x(m) is inserted, this becomes 

AE = !_ IE(w)l2 w dw 2 Loo 2 2r 

m O (wo2 - ru2)2 + w2r2 
(13.24) 

For small r the integrand peaks sharply around ru = ru0 in an approxi­
mately Lorentzian Jine shape. Consequently the factor involving the 
electric field can be approximated by its value at ru = ru0. Then (13.24) 
becomes 

AE = 2e2 IE(wo)l2ico 2 x2 d: 
m [mo-~] +x2 

o r2 

(13.25) 

The integral has the value 1r/2, independent of w0/r. Thus the energy 
transfer is 

2 

AE = 1re IE( w0)l2 

m 
(13.26) 

Equation (13.26) is a very general result for energy transfer to a non­
--relativistic oscillator by an external electromagnetic field. In the present 
application the field is produced by a passing charged particle. But a 
pulse of radiation or any combination of external fields will serve as well. 

For a particle with charge ze passing by the origin O at an impact 
parameter b with a velocity v, the electromagnetic fields at the origin are 
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given by (11.118) with q = ze. To illustrate the determination of the 
Fourier transform (13.17) we consider Ei(t). Its transform Ei(w) is defined 
to be 

(13.27) 

By changing integration variable to x = yvt/b, (13.27) can be written as 

(13.28) 

From a table of Fourier transforms* we find that the integral is propor­
tional to a modified Bessel function of the order of unity [see (3.101)]. 
Thus 

E1(w) = ze (~)~i[wb K1(wb)] 
bv TT yv yv 

(13.29) 

Similarly Es(t) given by (11.118) has the Fourier transform: 

Es(w) = -i ~(~)½[rob Ko(wb)] 
yvb 7T yv yv 

(13.30) 

The energy transfer (13.26) to the harmonically bound charge can now 
be evaluated explicitly. Using (13.29) and (13.30), we find 

~E(b) = 2z2e4 (.!_) [f2K/(~) + .!. ~2K02(~)] (13.31) 
mv2 b2 ?'2 

where 

~ = w0b (13.32) 
yv 

The factor multiplying the square bracket is just the approximate result 
(13.2). For small and large~' the limiting forms (3.103) and (3.104) show 
that the square bracket in (13.31) has the limiting values: 

[ 

r 1 

] = { (,1 + ~)~ ;,-,1 

for~~ 1 

for~ ► 1 
(13.33) 

Since~ = b/bmax, we see that for b ~ bmax the energy transfer is essentially 
the approximate result (13.2), while for b ~ bmax it falls off exponentially 
to zero. This justifies the qualitative arguments of the previous section on 
the upper limit bmax-

* See, for example, Magnus and Oberhettinger, Chapter VIII, or Bateman Manuscript 
Project, Tables of Integral Transforms, Vol. I, Chapters I-III. 
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13.3 Classical and Quantum-Mechanical Energy-Loss Formulas 

The energy transfer (13.31) to a harmonically bound charge can be used to 
calculate a classical energy loss per unit length for a fast, heavy particle 
passing through matter. We suppose that there are N atoms per unit 
volume with Z electrons per atom. The Z electrons can be divided into 
groups specified by the indexj, withfi, electrons having the same harmonic 
binding frequency w;. The number/; is called the oscillator strength of 
the jth oscillator. The oscillator strengths satisfy the obvious sum rule, 
2,f1 = Z. By a trivial extension of the arguments leading to (13.11) 
j 

and (13.12) we find the energy loss to be 

dE "" I, 00 - = 27rN Lt / 1 ~E1(b)b db 
dx j bmin 

(13.34) 

where IJ.Elb) is given by (13.31) with ~ = w1b/yv, and a lower limit of 
hmtn is specified, consistent with (13.7). No upper limit is necessary, since 
(13.31) falls rapidly to zero for large h. The integral over the modified 
Bessel functions can be done in closed form, leading to the result, 

dE 41rNz2e4 , f [1: v2 2 2 2 ] 
-d = 2 ,£., J \ominK1(~min)Ko(~min)--2 ~roin(K1 {~min)-Ko (~min)) 

x mv , 2c 
(13.35) 

where ~mln = w;bmin/yv. In general, ~min< 1. This means that the 
limiting forms (3.103) may be used to simplify (13.35). This final expression 
for classical energy loss is 

dE ~~[ ~] _c = 41rNZ- In Be - -
dx mv2 2c2 

(13.36) 

where the argument of the logarithm is 

B = 1.123yv = 1.123y2mv3 

c (w)bmin ze2(w) 
(13.37) 

The average frequency (w) appearing in Be is a geometric mean defined 
by 

Z In (w) = !f1 In w; 
:i 

(13.38) 

The result (13.36)-(13.38) is that obtained by Bohr in his classic paper on 
energy loss (1915). Our approximate expression (13.13) is in agreemen1 
with (13.36) in all its essentials, since the added -v2/2c2 is a small cor­
rection even at high velocities. 
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Bohr's formula (13.36) gives a reasonable description of the energy loss 
of relatively slow alpha particles and heavier nuclei. But for electrons, 
mesons, protons, and even fast alphas, it overestimates the energy loss 
considerably. The reason is that for the lighter particles quantum­
mechanical modifications cause a breakdown of the classical result. The 
important quantum effects are (1) discreteness of the possible energy 
transfers, and (2) limitations due to the wave nature of the particles and 
the uncertainty principle. 

The problem of the discrete nature of the energy transfer can be illus­
trated by calculating the classical energy transfer (13.2) at b ~ bmax- This 
is roughly the smallest energy transfer that is of importance in the energy­
loss process. Assuming only one binding frequency w0 for simplicity, we 
find 

LlE( bmax) ,-..J ~ z2 (Vo)\w0 
y2 V 

(13.39) 

where v0 = c/137 is the orbital velocity of an electron in the ground state 
of hydrogen. Since /iw0 is of the order of the ionization potential of the 
atom, we see that for a fast particle (v ► v0) the classical energy transfer 
(13.39) is very small compared to the ionization potential, or even to the 
smallest excitation energy in the atom. But we know that energy must be 
transferred in definite quantum jumps. A tiny amount of energy like (13.39) 
simply cannot be absorbed by the atom. We conclude that our classical 
calculation fails in this domain. We might argue that only if our classical 
formula (13.2) gives an energy transfer large compared to typical atomic 
excitation energies would we expect it to be correct. This would set quite 
a different upper limit on the impact parameters. Fortunately the classical 
result can be applied in a statistical sense if we reinterpret its meaning. 
Quantum considerations show that the classical result of the transfer of a 
small amount of energy in every collision is incorrect. But if we consider 
a large number of collisions, we find that on the average a small amount 
of energy is transferred. It is not transferred in every collision, however. 
In most collisions no energy is transferred. But in a few collisions an 
appreciable excitation occurs, yielding a small average value over many 
collisions. In this statistical sense the quantum mechanism for discrete 
energy transfers and the classical process with a continuum of possible 
energy transfers can be reconciled. The detailed numerical agreement 
stems from the quantum-mechanical definitions of the oscillator strengths 
[; and resonant frequencies wJ. 

The other important quantum modification arises from the wave nature 
of the particles. The uncertainty principle sets certain limits on the range 
of validity of classical orbit considerations. If we try to construct wave 
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packets to give approximate meaning to a classical trajectory, we know 
that the path can be defined only to within an uncertainty 6x ;,, Ji/p. For 
impact parameters b less than this uncertainty, classical concepts fail. 
Since the wave nature of the particles implies a smearing out in some sense 
over distances of the order of &c, we anticipate that the correct quantum­
mechanical energy loss will correspond to much smaller energy transfers 
than given by (13.2) for b < 6.x. Thus &x ~ n/p is a quantum analog of 
the minimum impact parameter (13.6). In the collision of two particles 
each one has a wave nature. For a given relative velocity the limiting 
uncertainty will come from the lighter of the two. For a heavy incident 
particle colliding with an electron, the momentum of the electron in the 
coordinate frame where the incident particle is at rest (almost the CM 
frame) is p' = ymv, where m is the mass of the electron. Therefore the 
quantum-mechanical minimum impact parameter is 

( ) t, 
b q -min - -- (13.40) 

ymv 

For electrons incident on electrons we must take more care and consider 
the CM momentum (12.34) for equal masses. Then for electrons we obtain 
the minimum impact parameter, 

(q) /jg 
[ bmin]electrons = - l 

me y -
(13.41) 

In a given situation the larger of the two minimum impact parameters 
(13.6) and (13.40) must be used to define argument B (13.14) of the 
logarithm in dE/dx. The ratio of the classical to quantum value of hmtn is 

ze2 

'fJ = -
hv 

(13.42) 

If 'Y} > 1, the classical Bohr formula must be used. We see that this occurs 
for slow, highly charged, incident particles, in accord with observation. 
If 'f/ < 1, the quantum minimum impact parameter is larger than the 
classical one. Then quantum modifications appear in the energy-loss 
formula. The argument of the logarithm in (13.13) becomes 

b 2 2 B = ~= B= y mv 
0 b~ln YJ li(w) 

(13.43) 

Equation (13.13) with the ~uantum-mechanical Bq (13.43) in the logarithm 
is a good approximation to a quantum-theoretical result of Bethe (1930). 
Bethe's formula, including the effects of close collisions, is 

dEQ = 411NZ z2e4 [in (2y2mv2) - v2] (13.44) 
dx mv2 h(w) c2 
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Apart from the small correction term -v2/c2 and a factor of 2 in the 
argument of the logarithm, this is just our approximate expression. 

For electrons the quantum effects embodied in (13.41) lead to a modified 
quantum-mechanical argument for the logarithm: 

2 ¾ 2 
B l'.J ( _ 1) me _ y .- me 

el y 2 /i(w) ✓2 li(w) 
(13.45) 

where the last expression is valid at high energies. Even though there are 
other quantum effects for electrons, such as spin and exchange effects, the 
dominant modifications are included in {13.45). 

The general behavior of both the classical and quantum-mechanical 
energy-loss formulas is shown in Fig. 13.4. At low energies, the main 
energy variation is as v-2, since the logarithm changes slowly. But at high 
energies where v ~ c the variation is upwards again, going as ln y for 
y ► 1. Bethe's formula is in good agreement with experiment for all fast 
particles with r, < l, provided the energy is not too high (see the next 
section). 

It is worth while to note the physical origins of the two powers of y 
which appear in B<i (13.43). One power of y comes from the increase of 
the maximum energy (13.5) which can be transferred in a head-on collision. 
The other power comes from the relativistic change in shape of the electro­
magnetic fields {11.118) of a fast particle with the consequent shortening 
of the collision time (11.120) and increase of bma.x (13.9). The fields are 
effective in transferring energy at larger distances for a relativistic particle 
than for a nonrelativistic one. 

Sometimes it is of interest to know the energy loss per unit distance due 
to collisions in which less than some definite amount e of energy is trans­
ferred per collision. In photographic emulsions, for example, ejected 

Fig. 13.4 Energy loss as a 
function of kinetic energy. 
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electrons of more than about 10 Kev energy have a range greater than the 
average linear dimensions of the silver bromide grains. Consequently the 
energy dissipated in blackening of the grains corresponds to collisions 
where the energy transfer is less than about 10 Kev. Classically, the 
desired energy-loss formula can be obtained from the Bohr formula (I 3.35) 
with a minimum impact parameter bmin{e) chosen so that (13.2) is equal 
to E. Thus 

2ze2 
bmin(E) = ½ 

v(2mE) 
(13.46) 

This leads to a formula of the form of (13.36), but with an argument in 
the logarithm, 2 ½ 

Bc(E) = l.123yv (2mE) 
2ze2(m) 

(13.47) 

Since quantum-mechanical energy-loss formulas are obtained from clas­
sical ones by the replacement [see (13.43)], 

(13.48) 

we expect that the quantum-mechanical formula for energy-loss per unit 
distance due to collisions with energy transfer less than e will be 

dE z2e4 [ v2] 
_q (e) = 41rNZ - In B,le) - - (13.49) 
dx mv2 2c2 

where ,, 
Ba(e) = ). yv(2me):-2 (13.50) 

n(w) 

The constant A is a numerical factor of the order of unity that cannot be 
determined without detailed quantum-mechanical calculations. Bethe's 
calculations (1930) give the value A = 1. The quantum-mechanical B,ie) 
can be written as 

B () bmax 
q E = b'q) ( ) 

mm E 

(13.51) 

where bmax is given by (13.9), and the minimum impact parameter is 

fl fl 
b(q) (.c) ,._, - ,._, -­

min " - D..p - (2me)½ (13.52) 

The implication of this formula is that the classical trajectory must be ill 
defined by an amount at least as great as (13.52) in order that the uncertainty 
in transverse momentum dp be less than the momentum transfer in the 
collision. Otherwise we would be unable to be certain that an energy 
transfer of less than E had actually occurred. Hence (13.52) forms a 
natural quantum-mechanical lower limit on the classical orbit picture in 
this case. 
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13.4 Density Effect in Collision Energy Loss 

For particles which are not too relativistic the observed energy loss is 
given accurately by (13.44) [or by (13.36) if 'Y/ > 1] for an kinds of particles 
in all types of media. For ultrarelativistic particles, however, the observed 
energy loss is less than predicted by (13.44), especially for dense substances. 
In terms of Fig. 13.4 of (dE/dx), the observed energy loss increases beyond 
the minimum with a slope of roughly one-half that of the theoretical curve, 
corresponding to only one power of yin the argument of the logarithm 
in (13.44) instead of two. In photographic emulsions the energy loss, as 
measured from. grain densities, barely increases above the minimum to a 
plateau extending to the highest known energies. This again corresponds 
to a reduction of one power of y, this time in Bq(e) (13.50). 

This reduction in energy loss, known as the density effect, was first 
treated theoretically by Fermi (1940). In our discussion so far we have 
tacitly made one assumption that is not valid in dense substances. We 
have assumed that -it is legitimate to calculate the effect of the incident 
particle's fields on one electron in one atom at a time, and then sum up 
incoherently the energy transfers to all the electrons in all the atoms with 
bm1n < b < hmax, Now hmax is veryJarge compared to atomic dimensions, 
especially for large y. Consequently in dense media there are many atoms 
lying between the incident particle's trajectory and the typical atom in 
question if bis comparable to bmax• These atoms, influenced themselves 
by the fast particle's fields, will produce perturbing fields at the chosen 
atom's position, modifying its response to the fields of the· fast particle. 
Said in another way, in dense media the dielectric polarization of the 
material alters the particle's fields from their free-space values to those 
characteristic of macroscopic fields in a dielectric. This modification of 
the fields due to polarization of the medium must be taken into account 
in calculating the energy transferred in distant collisions. For close 
collisions the incident particle interacts with only one atom at a time. Then 
the free-particle calculation without polarization effects will apply. The 
dividing impact parameter between close and distant collisions is of the 
order of atomic dimensions. Since the joining of two logarithms is involved 
in calculating the sum, the dividing value of b need not be specified with 
great precision. 

We will determine the energy loss in distant collisions (b > a), assuming 
that the fields in the medium can be calculated in the continuum approxi­
mation of a macroscopic dielectric constant £(w). If a is of the order of 
atomic dimensions, this approximation will not be good for the closest of 
the distant col1isions, but will be valid for the great bulk of the co11isions. 
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The problem of finding the electric field in the medium due to the incident 
fast particle moving with constant velocity can be solved most readily by 
Fourier transforms. If the potentials A µ(x) and source density Jµ(x) are 
transformed in space and time according to the general rule, 

F(x t) = - 1- Jd3kf dw F(k w)/k•:r:--iwt (13.53) 
' (2rr)2 ' 

then the transformed wave equations become 

[ k2 - w2 
E( w )]<l>(k, w) = 41T p(k, w) 

c2 E(w) 

[ k2 - w 2 €( w )] A(k, w) = 41T J(k, w) 
c2 C 

( 13.54) 

The dielectric constant €(w) appears characteristically in positions dictated 
by the presence of Din Maxwell's equations. The Fourier transforms of 

p(x, t) = ze'5(x - vt)} 
and (13.55) 

J(x, t) = vp(x, t) 

are readily found to bep(k, m) = ze d(t,i _ k' v)} 

2;r 

J(k, w) = vp(k, w) 

(13.56) 

From (13.54) we see that the Fourier transforms of the potentials are 

and 

<l>(k, w) = 2ze . ~( w - ~ • v) 1 
<(«>) k2 - ;, <( w) 1 

A(k, w) = E(w) ~ <l>(k, w) j 
(13.57) 

From the definitions of the electromagnetic fields in terms of the potentials 
we obtain their Fourier transforms: 

E 'k ) • (WE( w) V k) "'-(k ) (,w=1---- w ,w 
, C C 

B(k, w) = iE(w) k x ! $(k, w) 
C 

(13.58) 

In calculating the energy loss it is apparent from (13.23) that we want 
the Fourier transform in time of the electromagnetic fields at a perpen­
dicular distance b from the path of the particle moving along the z axis. 
Thus the required electric field is 

E(w) = 1 / Ja3 k E(k OJ) eibki ( 13. 59) 
(21r/'2 • 
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where the observation point has coordinates (b, 0, 0). To illustrate the 
determination of E( w) we consider the calculation of Ei w ), the component 
ofE parallel to v. Inserting the explicit forms from (13.57) and (13.58), we 
obtain 

Ea(w) = 2ize _1 _3 f d3k eibki (wE(w)v _ ka) o(w - vk3) (l3.60) 
E(w) (21r)A c2 2 w2 

k - -€(w) 
c2 

The integral over dk3 can be done immediately. Then 

Ea(w) = - 2izew (-1- - p2) Joo dk1eibk1Joo dk2 
(2rr)½ v2 £( w) - oo -oo k2 2 + k12 + J.2 

(13.61) 
where 

(13.62) 

The integral over dk2 has the value 1r/().2 + ki2)H, so that E 3(w) can be 
written 

E w = - zzew -- - 2 e dk • ( 1 ) f 00 ibk1 
aC ) ,J21r v2 E(w) /3 -~ (A2 + k/)½ 1 

(13.63) 

The remaining integral is of the same general structure as (13.28). The 
result is 

(13.64} 

where the square root of (13.62) is chosen so that ;. lies in the fourth 
quadrant. A similar calculation yields the other fields: 

ze (2)½ A } Ei(w) = - - - K 1(Ab) 
V 1T E(W) 

Blw) = €(w){JE1(w) 

(13.65) 

In the limit 1:(w) ~ l it is easily seen that fields (13.64) and (13.65) reduce 
to the earlie.r results (13.30) a11(i (13.29). 

To find the energy transferred to the atom at impact parameter b we 
merely write down the generalization of (13.23): 

~E(b) = 2e z f1 ReJ:
00 

-iwxlw) • E*(w) dw {13.66) 
j 0 

where xtC w) is the amplitude of the jth type of electron in the atom. 
Rather than use (13.19) for x;(w) we express the sum of dipole moments 
in terms of the molecular polarizability and so the dielectric constant: 

e ~ f 1xiw) = - 1-(~(w) - l)E(w) (13.67) 
~ 47T"N 

J 
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where N is the number of atoms per unit volume. Then the energy transfer 
can be written 

1 J:00 
L1E(b) = - Re -iro E(ro) IE(ro)l2 dro 

21rN o 
(13.68) 

The energy loss per unit distance in collisions with impact parameter 
b > a is evidently 

( dE\ = 21rNf 00 L1E(b)b db 
dxA>a }a, 

(13.69) 

If fields (13.64) and (13.65) are inserted into (13.68) and (13.69), we find, 
after some calculation, the expression due to Fermi, 

(dE) 2 (ze)2 J:00
• { 1 ) - = - - 2 Re ,ro l*aK1(A*a)K0(.A.a) - - {32 dro 

dxb>a '1T v o E(ro) 
(13.70) 

where l is given by (13.62). This result can be obtained more elegantly by 
calculating the electromagnetic energy radiated through a cylinder of 
radius a around the path of the incident particle. By conservation of 
energy this is the energy lost per unittime by the incident particle. Thus 

( dE), 1 dE c f 00 - = - - = - - 21raB2E3 dz 
dx b>a v dt hrv -oo 

(13.71) 

The integral over dz at one instant of time is equivalent to an integral at 
one point on the cylinder over all time. Using dz = v dt, we have 

( dE) ca f. 00 - = - - B2(t)E3(t) dt 
dx b>a 2 -w 

(13.72) 

In the standard way this can be converted into a frequency integral, 

( dE) = -ca Re f00 B2*(w)E3(w) dw (13.73) 
dx fJ>a Jo 

With fields (13.64) and (13.65) this gives the Fermi resu1r(13.70). 
The Fermi expression (13.70) bears little resemblance to our previous 

results for energy loss, such as (13.35). But under conditions where 
polarization effects are unimportant it yields the same results as before. 
For example, for nonrelativistic particles ((3 ~ 1) it is clear from (13.62) 
that A~ wjv, independent of E{w). Then in (13.70) the modified Bessel 
functions are real. Only the imaginary part of 1 / E( w) contributes to the 
integral. If we neglect the Lorentz polarization correction (4.67) to the 
internal field at an atom, the dielectric constant can be written 

E(w) ~ 1 + 4-rrNe2 l f 1 

m 1 w,2 - w2 - iror 1 

(13.74) 
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where we have used the dipole moment expression (13.19). Assuming 
that the second term is smaJl, the imaginary part of 1/e{w) can be readily 
calculated and substituted into (13.70). Then the integral over dw can be 
performed in the same approximation as used in (13.24)-(13.26) to yield 
the nonrelativistic form of (13.35). If the departure of A. from w/yv is 
neglected, but no other approximations are made, then (13.70) yields 
precisely the Bohr result (13.35). 

The density effect evidently comes from the presence of complex 
arguments in the modified Bessel functions, corresponding to taking into 
account e(w) in (13.62). Since e(w) there is multiplied by p2, it is clear that 
the density effect can be really important only at high energies. The 
detailed calculations for all energies with some explicit expression such as 
(13.74) for e(w) are quite complicated and not particularly informative. 
We will content ourselves with the extreme relativistic limit (P ~ I). 
Furthermore, since the important frequencies in the integral over dw are 
optical frequencies and the radius a is of the order of atomic dimensions, 
l}.al i-,.,., (wa/c) < 1. Consequently we can approximate the Bessel functions 
by their small argument limits (3.103). Then in the relativistic limit the 
Fermi expression (13.70) is 

( dE) ,.._, ~ (ze)2 Re fr.o iw(-1 - 1) 
dx b>a - '1T c2 Jo e(w) 

x [1n (1·:!Jc) - iln (1 - e{w))] dw (13.75) 

It is worth while right here to point out that the argument of the second 
logarithm is actually [I - p2e(w)]. In the limit E = 1, this log term gives 
a factor y in the combined logarithm, corresponding to the old result 
(13.36). Provided E(w) :::/=- 1, we can write this factor as [1 - e(ro)], 
thereby removing one power of y from the logarithm, in agreement with 
experiment. 

The integral in (13.75) with e(w) given by (13.74) can be performed most 
easily by using Cauchy's theorem to change the integral over positive real 
w to one over positive imaginary w, minus one over a quarter circle at 
infinity. The integral along the imaginary ax.is gives no contribution. Pro­
vided the r; in (13.74) are assumed constant, the result of the integration 
over the quarter circle can be written in the simple form: 

( dE) = (ze)2wl ln (1.123c) (l 3_76) 
dx b>a c2 awP 

where wv is the electronic plasma frequency 

2 47TNZe2 
WP=--- (13.77) 

m 
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The corresponding relativistic expression without the density effect is, 
from (13.36), 

( dE) = (ze)2w/ [ln (1.1~3yc) _ !] 
dx b>a c2 a<._w) 2 

(13.78) 

We see that the density effect produces a simplification in that the 
asymptotic energy loss no longer depends on the details of atomic 
structure through <w) (13.38), but only on the number of e]ectrons per unit 
volume through wv. Two substances having very different atomic struc­
tures will produce the same energy loss for ultrarelativistic particles pro­
vided their densities are such that the density of electrons is the same in each. 

Since there are numerous calculated curves of energy loss based on 
Bethe's formula (13.44), it is often convenient to tabulate the decrease in 
energy loss due to the density effect. This is just the difference between 
(13.78) and (13.76): 

Um u (dE) = (ze)2wP2 [1n (~WP) - !] (13.79) 
tJ-1 dx c2 \W) 2 

For photographic emulsions, the relevant energy loss is given by (13.49) 
and (13.50) with E ~ IO Kev. With the density correction applied, this 
becomes constant at high energies with the value, 

dE(E)-+ (ze)2wv2 In (2mc2E) 

dx 2c2 li2w,/ 
(13.80) 

For silver bromide, liw 11 ,...., 48 ev. Then for singly charged particJes (13.80), 
divided by the density, has the value of approximately 1.02 Mev-cm2/gm. 
This energy loss is in good agreement with experiment, and corresponds 
to an increase above the minimum value of foss than 10 per cent. Figure 
13.5 shows total energy loss and loss from transfers of less than 10 Kev 
for a typical substance. The dotted curve is the Bethe curve for total 
energy loss without correction for density effect. 

There is an interesting connection between the Fermi expression (13.70) 
for energy loss and !he emission of Cherenkov radiation. Equation (13.70) 
represents energy transferred to the medium at distances greater than a. 
If we let a-+ oo we can find out whether any of the energy escapes to 
infinity. Such energy would be properly described as radiation. For 
a~ oo, the asymptotic forms (3.104) of the Kfunctions can be used. Then 
(13.70) takes the form: 

I• (dE), (ze)2 R J: 00 • ( 1 (]2) (l*)½ -<;.+;."')a d 1m - = -- e rw -- - - e w 
a-► cx:, dx b>a v2 o £(w) A 

(13.81) 
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Fig. 13.5 Energy loss, including the density effect. The dotted curve is the total energy 
loss without density correction. The solid curves have the density effect incorporated, 
the upper one being the total energy loss and the lower one the energy loss due to 

individual energy transfers of less than 10 Kev. 

If l has a real part, the exponential factor causes the energy loss to go 
rapidly to zero at large distances. From (13.62) it is evident that this will 
always occur if the medium is absorbent, since then E(w) has a positive 
imaginary part. But if 1:(w) is real, A can be pure imaginary for certain w. 
This occurs whenever /12 > 1/E(w), i.e., whenever the velocity of the part­
icle is greater than the phase velocity of light in the medium. This is the 
criterion for Cherenkov radiation. For such frequencies, ). = -i 111. 
The.n the exponential equals unity, and we find 

(13.82) 

Since this expression is independent of the cylinder radius a, it represents 
true radiation. It is just the Frank-Tamm (1937) result for the total energy 
per unit distance emitted as Cherenkov radiation. A more detailed 
discussion of Cherenkov radiation as a radiative process will be given in 
Section 14.9. 

For media in which the density effect is an important feature of the 
energy-loss process the absorption is almost always sufficiently great that 
the incipient Cherenkov radiation is absorbed very close to the path of the 
particle. 
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13.5 Energy Loss in an Electronic Plasma 

The loss of energy by a nonrelativistic particle passing through a plasma 
can be treated in a manner similar to the density effect for a relativistic 
particle. As was discussed in Section 10.10, the length scale in a plasma is 
divided into two regions. For dimensions large compared to the Debye 
screening distance kn - 1 (10.106), the plasma acts as a continuous medium 
in which the charged particles participate in collective behavior such as 
plasma oscillations. For dimensions small compared to kD-1, individual­
particle behavior dominates and the particles interact by the two-body 
screened potential (10.113). This means that in calculating energy loss the 
Debye screening distance plays the same role here as the atomic dimension 
a played in the density-effect calculation. For close collisions collective 
effects can be ignored, and the two-body screened potential can be used to 
evaluate this contribution to the energy loss. This is left as an exercise for 
the reader (Problem 13.3). For the distant collisions at impact parameters 
bkn > I the collective effects can be calculated by utilizing Fermi's 
formula (I 3. 70) with an appropriate dielectric constant for a plasma. The 
loss in distant coJlisions corresponds to the excitation of plasma oscillations 
in the medium. 

For a nonrelativistic particle (13.70) yields the following expression for 
the energy loss to distances b > kn - 1 : 

Since the important frequencies in the integral turn out to be co,_, wv, the 
relevant argument of the Bessel functions is 

(13.84) 

For particles incident with velocities v less than thermal velocities this 
argument is large compared to unity. Because of the exponential fall-off 
of the Bessel functions for large argument, the energy loss in exciting 
plasma oscillations by such particles is negligible. Whatever energy is lost 
is in close binary collisions. If the velocity is comparable with or greater 
than thermal speeds, then the particle can lose appreciable amounts of 
energy in exciting collective oscillations. It is evident that this energy of 
oscillation is deposited in the neighborhood of the path of the particle, 
out to distances of the order of (v/(u2)1A) kn-1. 
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For a particle moving rapidly compared to thermal speeds we may use 
the familiar small argument forms for the modified Bessel functions. Then 
(13.83) becomes 

( dE) ,_, ~ (ze)2 
i,:Q Re ( iw )in(1.123knv)dw 

dx knl>>l TT v2 o e(w) w 
(13.85) 

We shall take the simple dielectric constant (7.93), augmented by some 
damping: 

w2 
e-(w) = 1 - P 

w2 +iwI1 
(13.86) 

The damping constant r will be assumed small compared to w:v. The 
necessary combination, 

R ( iw ) 2 w2r 
e e(w) = w;p (w2 - w/)2 + w2r 2 

(13.87) 

has the standard resonant character seen in (13.24), for example. In the 
limit r ~ wP the integral in (13.85) leads to the simple result, 

(13.88) 

This can be combined with the results of Problem 13.3 to give an expression 
for the total energy loss of a particle passing through a plasma. The 
presence of w'P in the logarithm implies that the energy losses occur in 
quantum jumps of liwp, in the same way as the mean frequency (w) in 
(13.44) is indicative of the typical quantum jumps in atoms. Electrons 
passing through thin metal foils show this discreteness in their energy loss. 
The phenomenon can be used to determine the effective plasma frequency 
in metals. 

13.6 Elastic Scattering of Fast Particles by Atoms 

In the preceding sections we have been concerned with the energy loss 
of particles passing through matter. In these considerations it was assumed 
that the trajectory of the particle was a straight line. Actually this 
approximation is not rigorously true. As was discussed in Section 13.1, 
any momentum transfer between collision partners leads to a deflection in 
angle. In the introductory remarks at the beginning of the chapter it was 
pointed out that collisions with electrons determine the energy loss, 
whereas collisions with atoms determine the scattering. If the screening of 
the nuclear Coulomb field by the atomic electrons is neglected, a fast 
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particle of momentum p = yMv and charge ze, passing a heavy nucleus of 
charge Ze at impact parameter b, will suffer an angular deflection, 

according to (13.3). 

() ,-..J 2zZe2 

pvb 
(13.89) 

The differentiaJ scattering cross section d<1/dQ (with dimensions of area 
per unit solid angle per atom) is defined by the relation, 

nb db d<f, = n dr1 sin 0 d8 dq, 
dQ 

(13.90) 

where n is the number of particles incident on the atom per unit area per 
unit time. The left-hand side of (13.90) is the number of particles per unit 
time incident at azimuthal angles between cf, and ( <f, + dt/>) and impact 
parameters between b and (b + db). The right-hand side is the number of 
scattered particles per unit time emerging at po1ar angles (B, ¢,) in the 
element of solid angle dQ = sin B d8 d<f,. Equation (13.90) is mereJy a 
statement of conservation of particles, since b and () are functionally 
related. The classical differential scattering cross section can therefore be 
written. 

da b db 
-=-
dfl sin (J d() 

(13.91) 

The absolute value sign is put on, since db and d() can in general have 
opposite signs, but the cross section is by definition positive definite. If b 
is a multiple-valued function of 0, then the different contributions must be 
added in (13.91). 

With relation (13.89) between b and (} we find the small-angle nuclear 
Rutherford scattering cross section per atom, 

d<1 ,.._, (2zZe2) 2 _!_ 
dQ pv 04 

(13.92) 

We note that the Z electrons in each atom give a contribution z-1 times 
the nuclear one. Hence the electrons can be ignored, except for their 
screening action. The small-angle Rutherford law (13.92) for nuclear 
scattering is found to be true quantum mechanically, independent of the 
spin nature of the incident particles. At wide angles spin effects enter, but 
for nonrelativistic particles the classical Rutherford formula, 

d<1 ( zZe2 )2 8 
dO. = 2Mvi cosec42 

which follows from (13.4), holds quantum mechanically as well. 

(13.93) 
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Since most of the scattering occurs for (J ~ 1, and even at () = -rr/2 the 
small-angle result (13.92) is within 30 per cent of the Rutherford expression, 
it is sufficiently accurate to employ {13.92) at all angles for which the 
unscreened point Coulomb-field description is valid. 

Departures from the point Coulomb-field approximation come at large 
and small angles, corresponding to small and large impact parameters. At 
large b the screening effects of the atomic electrons cause the potential to 
fall off more rapidly than (1/r). On the Fermi-Thomas model the potential 
can be approximated roughly by the form: 

zZe2 
V(r) ~ - exp (-r/a) (13.94) 

r 
where the atomic radius a is 

a __, l .4ao,2-1J3 (13.95) 

The length a0 = n.2/me2 is the hydrogenic Bohr radius. For impact param­
eters of the order of, or greater than~ a the rapid decrease of the potential 
(13.94) will cause the scattering angle to vanish much more rapidly with 
increasing b than is given by (13.89). This implies that the scattering cross 
section will flatten off at small angles to a finite value at () = 0, rather than 
increasing as e-4• A simple calculation with a cutoff Coulomb potential 
shows that the cross section has the general form: 

da (2zZe2) 2 1 
dO. ~ -;;;- (02 + fJfuin)2 (13.96) 

where Bmin is a cutoff angle. The minimum angle Omin below which the 
cross section departs appreciably from the simple result (13.92) can be 
determined either classically or quantum mechanically. As with bm1n in 
the energy-loss calculations, the larger of the two angles is the correct one 
to employ. ClassicaUy Om1n can be estimated by putting b = a in (13.89). 
This gives 

(13.97) 

Quantum mechanically, the finite size of the scatterer implies that the 
approximately c1assical trajectory must be localized to within Ax < a; 
the incident particle must have a minimum uncertainty in transverse 
momentum tip ~ n/a. For collisions in which the momentum transfer 
(13.1) is large compared ton/a the classical Rutherford formula will apply. 
But for smaller momentum transfers we expect the quantum-mechanical 
smearing out to flatten off the cross section. This leads to a quantum 
mechanical 0min: 

(j (q) -., ..!!:_ 
min - (13.98) 

pa 
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We note that the ratio of the classical to quantum-mechanical angles 
0min is Zze2/liv in agreement with the ratio (13.42) of the classical and 
quantum values of bmin- For fast particles in all but the highest Z sub­
stances (Zze2/liv) is less than unity. Then the quantum value (13.98) will 
be used for Omin· With value (13.95) for the screening radius a, (13.98) 
becomes 

e<J>m ~ ~9: (:•) (13.99) 

where p is the incident momentum (p = yMv), and m is the electronic 
mass. 

At comparatively large angles the cross section departs from (13.92) 
because of the finite size of the nucleus. For electrons and mu mesons the 
influence of nuclear size is a purely eJectromagnetic effect, but for pi mesons 
protons, etc., there are specific effects of a nuclear-force nature as well. 
Since the gross overall effect is to lower the cross section below that 
predicted by (13.92) for whatever reason, we will consider only the 
electromagnetic aspect. The charge distribution of the atomic nucleus can 
be crudely approximated by a uniform volume distribution inside a sphere 
of radius R, falling rapidly to zero outside R. This means that the electro­
static potential inside the nucleus is not 1/r, but rather parabolic in shape 
with a finite value at r = 0: 

I zZe2 (i _ _c_) 
2 R 3R2 ' 

for r < R 

V(r) = (13.100) 
zZe2 

for r > R 
r 

It is a peculiarity of the point-charge Coulomb field that the quantum­
mechanical cross section is the classical Rutherford formula. Thus for a 
point nucleus there is no need to consider a division of the angular region 
into angles corresponding to impact parameters less than, or greater than, 
the quantum-mechanical impact parameter b~ln (13.40). For a nucleus 
of finite size, however, the de Broglie wavelength of the incident particle 
does enter. When we consider wave packets incident on the relatively 
constant (inside r = R) potential (13. 100), there will be appreciable 
departures from the simple formula (13.92). The situation is quite 
analogous to the diffraction of waves by a spherical object, considered in 
Chapter 9. The scattering is all confined to angles less than ,-...,(J:/R), where 
.,t is the wavelength (divided by 21r) of the waves involved. For wider 
angles the wavelets from different parts of the scatterer interfere, causing 
a rapid decrease in the scattering or perhaps subsidiary maxima and 
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minima. Since the particle wavelength is .t = li/p, the maximum scattering 
angle, beyond which the scattering cross section falls significantly below the 
(J-4 law, is 

(13.101) 

Using the simple estimate R ,-.J ! (e2/mc2) A½ = l.4A½ x l 0-13 cm, this 
has the numerical value, 4 ( ) 

(J ,-...J 27 me 
max- ½ 

A p 
(13.102) 

We note that, for all values of Z and A, 8max ► Omin, If the incident 
momentum is so small that Bmax ;:, 1, the nuclear size has no appreciable 
effect on the scattering. For an aluminum target Omax = I when p .-..., 50 

Mev/c, corresponding to ,_,50 Mev, 12 Mev, and 1.3 Mev kinetic energies 
for electrons, mu mesons, and protons, respectively. Only at higher 
energies than these are nuclear-size effects important in the scattering. At 
this momentum value e~in r-,..; 10--4 radian. 

The general behavior of the cross section is shown in Fig. 13.6. The 
dotted curve is the small-angle Rutherford approximation (13.92), while 
the solid curve shows the qualitative behavior of the cross section, includ­
ing screening and finite nuclear size. The total scattering cross section can 
be obtained by integrating (13.96) over all solid angle: 

a =Ida sin() d() def,~ 21r(2zze2\2f.oo () d(} 
dQ pv J o (O~in + 62) 2 

(13.103) 

This yields 
(13.104) 
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where the final form is obtained by using 0~ln (13.98). It shows that at 
high velocities the total cross section can be far smaller than the classical 
value of geometrical area 1Ta2• 

13. 7 Mean Square Angle of Scattering and the Angular Distribution of 
Multiple Scattering 

Rutherford scattering is confined to very small angles even for a point 
Coulomb field, and for fast particles Omax is small compared to unity. Thus 
there is a very large probability for small-angle scattering. A particle 
traversing a finite thickness of matter will undergo very many sma1l-angle 
deflections and will generally emerge at a small angle which is the cumu­
lative statistical superposition of a large number of deflections. Only 
rarely will the particle be deflected through a large angle; since these 
events are infrequent, such a particle will have made only one such 
collision. This circumstance allows us to divide the angular range into 
two regions-one region at comparatively large angles which contains only 
the single scatterings, and one region at very small angles which contains 
the multiple or compound scatterings. The complete distribution in angle 
can be approximated by considering the two regions separately. The 
intermediate region of so-called plural scattering must allow ·a smooth 
transition from small to large angles. 

The important quantity in the multiple-scattering region, where there 
is a large succession of small-angle deflections symmetrically distributed 
about the incident direction, is the mean square angle for a single scattering. 
This is defined by 

fo2 da dO. 

(fJ2> = dU 

fde1 dO. 
dO. 

With the approximations of Section 13.6 we obtain 

(13.105) 

(82) = 20~in In (0m~x) (13.106) 
0mm 

If the quantum value (13 .99) of Omin is used along with 8max (13. l 02), then 
(13.106) has the numerical form: 

<02) ,_, 402 . In (210z- ½) - nun (13.107) 

If nuclear size is unimportant (generally only of interest for electrons, and 
perhaps other particles at very low energies), Omax should be put equal to 
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unity in (13.106). Then the argument of the logarithm in (13.107) becomes 

( 192 p y'I 
z½ mcl , instead of (210Z-½). 

It is often desirable to use the projected angle of scattering ()', the 
projection being made on some convenient plane such as the plane of a 
photographic emulsion or a bubble chamber, as shown in Fig. 13.7. For 
small angles it is easy to show that 

(13.108) 

In each collision the angular deflections obey the Rutherford formula 
(13.92) suitably cut off at Omin and Bmax, with average value zero (when 
viewed relative to the forward direction, or as a projected angle) and mean 
square angle (02 ) given by (13.106). Since the successive collisions are 
independent events, the central-limit theorem of statistics can be used to 
show that for a large number n of such collisions the distribution in angle 
will be approximately Gaussian around the forward direction with a mean 
square angle (02) = n (02). The number of collisions occurring as the 
particle traverses a thickness t of material containing N atoms per unit 
volume is 

n =Nat,_, 1TN(lzZe2
)
2 + (13.109) 

pv 0min 

This means that the mean square angle of the Gaussian is 

(S2) ~ l7TN(2zZe2)\n (0max) t 
pv Om1n 

(13.110) 
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Or, using (13.107) for <B2), 

(02 ) :::'. 4-irN(h;e')' Jn (2toz~½)t (13.111) 

The mean square angle increases linearly with the thickness t. But for 
reasonable thicknesses such that the particle does not lose appreciable 
energy, the Gaussian will still be peaked at very small forward angles. 

The multiple-scattering distribution for the projected angle of scattering 
is 

(13.112) 

where both positive and negative values of (J' are considered. The small­
angle Rutherford formula (13.92) can be expressed in terms of the pro­
jected ·angle as 

(13.113) 

This gives a single-scattering distribution for the projected angle: 

Ps(fJ') d(J' = Nt da d0' = ~ Nt(2zze2)2 dO' (13,114) 
d()' 2 pv 818 

The single-scattering distribution is valid only for angles large compared 
to (02-)½, and contributes a tail to the Gaussian distribution. 

If we express angles in tenns of the relative projected angle, 

()' 
Qt----

- (02i' (13.115) 

the multiple- and single-scattering distributions can be written 

1 _ I 

P M(a) dcx. = .J;. e a dcx. 

p r oc) doc = 1 doc 
B\. 8 In (21oz-¼) a.3 

(13.116) 

where (13.111) has been used for (02). We note that the relative amounts 
of multiple and single scatterings are independent of thickness in these 
units, and depend only on Z. Even this Z dependence is not marked. The 
factor 8 In {2IOz-½) has the value 36.0 for Z = 13 {aluminum) and the 
value 31.0 for Z = 82 (lead). Figure 13.8 shows the general behavior of the 
scattering distributions as a function of ex.. The transition from multiple 
to single scattering occurs in the neighborhood of~ l'"-J 2.5. At this point the 
Gaussian has a value of 1/600 times its peak value. Thus the single-scatter­
ing distribution gives only a very small tail on the multiple-scattering curve. 

There are two things which cause departures from the simple behavior 
shown in Fig. 13.8. The Gaussian shape is the limiting form of the 
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Fig. 13.8 Multiple and single scattering distributions of projected angle. In the region 
of plural scattering (ix. ,._,_2-3) the dotted curve indicates the smooth transition from the 
small-angle multiple scattering (approximately Gaussian in shape) to the wide-angle 

single scattering (proportional to oc3). 

angular distribution for very large n. If the thickness t is such that n 
(13.109) is not very large (i.e., n ,< 100), the distribution follows the single­
scattering curve to smaller angles than oc ~ 2.5, and is somewhat more 
sharply peaked at zero angle than a Gaussian. On the other hand, if the 
thickness is great enough, the mean square angle (02) becomes comparable 
with the angle_ 0max (13.102) which limits the angular width of the single­
scattering distribution. For greater thicknesses the multiple-scattering 
curve extends in angle beyond the single-scattering region, so that there is 
no single-scattering tail on the distribution (see Problem 13.5). 

13.8 Electrical Conductivity of a Plasma 

The considerations of multiple scattering can be applied rather directly 
to the seemingly different problem of the electrical conductivity of a 
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plasma. For simplicity we will consider the so-called Lorentz gas, which 
consists of N fixed ions of charge Ze per unit volume and NZ free electrons 
per unit volume. Furthermore electron-electron interactions will be 
ignored. The approximation of fixed ions is a reasonable one, at least for 
plasmas with electrons and ions at roughly the same kinetic temperatures. 
The effects of electron-electron collisions will be mentioned later. 

The simple Drude theory of electrical conductivity, described briefly in 
Section 7.8, is based on the single electron equation, 

dv 
m- = eE- mvv 

dt 
(13.117) 

where v is the collision frequency. The low-frequency electrical con­
ductivity a due to electron motion is 

NZe2 
a= -- (13.118) 

mv 

The problem of calculating the proper collision frequency can be ap­
proached by noting that the term mvv in ( 13.117) really represents the rate 
of decrease of forward momentum because of Coulomb collisions with the 
ions as the electron moves under the action of the applied electric field. If 
the scattering angle in a single elastic collision is 0, as indicated in 'Fig. I 3.9, 
the forward momentum lost by a particle of momentum p is p(l - cos fJ). 
The average value of this quantity multiplied by the number of collisions 
per unit distance is the Joss in forward momentum per unit distance, 
namely, mv. Thus 

mi• = Nap (l - cos 0) (13.119) 

where a here is the total cross section (13.104). Since all the Coulomb 
scattering is at very small angles, (1 - cos 0) ~ ½ (02). Then the forward­
momentum loss per unit distance is 

• (Ze2)2 (() ) mv ,-.J ½Nap<02) = 4TTN --3- In ~ 
mv 0min 

(13.120) 

Equation (13.106) has been used for (B2). When (13.120) is inserted in 
(13.1 I 8), we obtain a conductivity, 

mv3 
a(v) ~ ---2------

41r(Ze ) In ( 0max/ Bmin) 
(13.121) 

This result holds for electrons of velocity v. 
We now want to average over a thermal distribution. The variation 

with v in (13.121) comes mainly from the factor zi3. The argument of the 
logarithm can be evaluated at the mean velocity without introducing 
appreciable error. At energies appropriate to even the hottest plasmas 
nuclear-size effects are negligible. Consequently we put 0max = I. The 
value of Omin requires some discussion. For the screened atomic potential 
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Fig. 13.9 

the result (13.97) or (13.98) was appropriate, with the atomic radius a 
given by (13.95). For electron-ion collisions in a plasma the interaction 
is the Debye-Htickel screened potential (l 0.113). Consequently the De bye 
length k D-1 plays the role of the atomic radius a in the formulas for 8min­

Either (13.97) or (13.98) is used, depending on which is larger. With these 
substitutions the argument of the logarithm in (13.121) can be written 

121rN 
kD3 

Ze2 127rN 
(13.122) 

J3/i(u2)½ kn3 

where kn is given by (10.106) or (10.112), and (u2)½ = kT/m. The upper 
(lower) value of A is to be used when the mean electron energy fkT is less 
(greater) than 13.622 electron volts. 

The average value of the nth power of the magnitude of velocity for a 
Maxwellian distribution is ( ) r n + 3 

Vn = (2kT)n/2 2 
< ) m r(i) 

Consequently the value of the conductivity (13.121), 
Maxwellian velocity distribution, is 

m (2 kT)¾ 
a c::'. Ze2 In A ;_ m 

(13.123) 

averaged over a 

(13.124) 

This approximate result, obtained in a rather simple-minded way with the 
elementary Drude theory, is within a factor of 2 of the correct value found 
from an application of the Boltzmann equation. The physical mechanism 
is the same in both calculations, but the more rigorous treatment involves 
an averaging over IP rather than lfJ. * Thus the two results differ by a 
factor (v5)/(v2)(v3) = 2. 

• The added power of v2 can be understood as follows. In the presence of the electric 
field the formerly spherically symmetric velocity distribution tends to become distorted 
in velocity directions parallel to the field. The amount of distortion determines the 
current and, through Ohm's law, the conductivity. The distorted distribution results 
from a balancing of the anisotropic electric force and the tendency towards isotropy 
produced by the collisions. Since the scattering cross section varies as v-2, the aniso­
tropic part of the distribution has more high-velocity components than normal by a 
factor v2• 



462 Classical Electrodynamics 

When electron-electron collisions are included, the forward-momentum 
loss is increased and so the conductivity is decreased from its value of 
twice (13.124). The relative decrease depends on Z roughly as Z/(1 + Z), 
ranging from 0.58 for Z = 1 to LO for Z -- w. Consequently (13.124) 
as it stands can be used as a good approximation to the conductivity for a 
hydrogen or deuterium plasma, including effects of electron-electron 
collisions. If the classical (low-energy) value of A (13.122) is used, (13.124) 
can be written in the instructive form: 

1 (2)½ A 
a~ 3 ; lnA wP 

(13.125) 

Since A is of the order of 104 for a typical hydrogen plasma (ne ,-..., 1015 

cm-3, T ,-..., 10°°K), r.1 is ,..._,200rop ~ 4 x 1014 sec-1. This is not quite as 
large as metaliic conductivities (,_,1016 sec-1), but is sufficiently large that 
the infinite conductivity approximation used in Chapter 10 is quite 
adequate in discussing the penetration of fields into a plasma. 
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PROBLEMS 

13.1 A heavy particle of charge ze, mass M, and nonrelativistic velocity v 
collides with a free electron of charge e and mass m initially at rest. With 
no approximations, other than that of nonrelativistic motion and M ► m, 
show that the energy transferred to the electron in this Coulomb collision, 
as a function of the impact parameter b, is 

ilE(b) = 2(ze~)2 1 
mv2 b2 + (ze2Jmv2)2 



[Probs. 13] Collisions between Charged Particles 463 

13.2 (a) Taking/i(w) = 12Zevin thequantum-mechanicalenergy-loss formula, 
calculate the rate of energy loss (in Mev/cm) in air at NTP, aluminum, 
copper, lead for a proton and a mu meson, each with kinetic energies of 
10, 100, 1000 Mev. 

(b) Convert your results to energy loss in units of Mev-cm2/gm and 
compare the values obtained in different materials. Explain why all the 
energy losses in Mev-cm2/gm are within a factor of 2 of each other, whereas 
the values in Mev/cm differ greatly. 

13.3 Consider the energy loss by close collisions of a fast, but nonrelativistic, 
heavy particle of charge ze passing through an electronic plasma. Assume 
that the screened Coulomb interaction (10.113) acts between the electrons 
and the incident particle. 

(a) Show that the energy transfer in a collision at impact parameter bis 
given approximately by 

tiE(b) ~ 2~iJ.2 kD2Ki2(knb) 

where m is the electron mass, v is the velocity of the incident particle, and 
kv is the Debye wave number (10.112). 

(b) Determine the energy loss per unit distance traveled for collisions 
with impact parameter greater than bmin• Assuming kvbm,n <{ 1, write 
down your result with both the classical and quantum-mechanical values 
of bmtn• 

13.4 With the same approximations as were used to discuss multiple scattering, 
show that the projected transverse displacement y (see Fig. 13.7) of an 
incident particle is described approximately by a Gaussian distribution, 

P(y) dy = A exp [-~2] dy 
2(y > 

where the mean square displacement is (y2

) = (x2 /6)(02

), x being the 
thickness of the material traversed and (02 ) the mean square angle of 
scattering. 

13.5 If the finite size of the nucleus is taken into account in the "single-scattering" 
tail of the multiple-scattering distribution, there is a critical thickness xc 
beyond which the single-scattering tail is absent. 

(a) Define xc in a reasonable way and calculate its value (in cm) for 
aluminum and lead, assuming that the incident particle is relativistic. 

(b) For these thicknesses calculate the number of collisions which occur 
and determine whether the Gaussian approximation is valid. 
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Radiation by Moving Charges 

It is well known that accelerated charges emit electromagnetic 
radiation. In Chapter 9 we discussed examples of radiation by macroscopic 
time-varying charge and current densities, which are fundamentally charges 
in motion. We will return to such problems in Chapter 16 where multipole 
radiation is treated in a systematic way. But there is a class of radiation 
phenomena where the source is a moving point charge or a small number 
of such charges. In these problems it is useful to develop the formalism in 
such a way that the radiation intensity and polarization are related 
directly to properties of the charge's trajectory and motion. Of particular 
interest are the total radiation emitted, the angular distribution of radiation, 
and its frequency spectrum. For nonrelativistic motion the radiation is 
described by the well-known Larmor result (see Section 14.2). But for 
relativistic particles a number of unusual and interesting effects appear. 
It is these relativistic aspects which we wish to emphasize. In the present 
chapter a number of general results are derived and applied to examples of 
charges undergoing prescribed motions, especially in external force fields. 
Chapter 15 deals with radiation emitted in atomic or nuclear collisions. 

14.1 Lienard-Wiechert Potentials and Fields for a Point Charge 

In Chapter 6 it was shown that for localized charge and current distri­
butions without boundary surfaces the scalar and vector potentials can be 
written as 

(14.1) 

where R = (x - x'), and the delta function provides the retarded behavior 
464 
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demanded by causality. For a point charge e with velocity c~(t) at the 
point r(t) the charge-current density is 

Jµ(x, t) = ec{Jµ b[x - r(t)] (14.2) 

where {Jµ = (~, i). With this source density the spatial integration in (14.1) 
can be done immediately, yielding 

A (x t) = ef {Jµ(t') b[t' + R(t') - t] dt' (14.3) 
µ ' R(t') C 

where now R(t') = Ix - r(t')I. Although (14.3) is a convenient form to 
utilize in calculating the fields, the integral over dt' can be performed, 
provided we recall from Section 1.2 that when the argument of the delta 
function is a function of the variable of integration the standard results are 
modified as follows : 

Ig(x) b[f(x) - ex] dx = [g(x) ] 
dj/dx t<a:>=11 

(14.4) 

The function/(t') = t' + [R(t')/c] has a derivative 

df = K = 1 + ! dR = 1 - n • ~ 
dt' C dt' 

(14.5) 

where c~ is the instantaneous velocity of the particle, and n = R/ R is a 
unit vector directed from the position of the charge to the observation 
point. With (14.5) in (14.4) and (14.3) the potentials of the point charge, 
called the Lienard-Wiechert potentials, are 

<l>(x, t) = e [-1 ] 
KR ret 

A(x, t) = e [1-J 
KR r{'t 

(14.6) 

The square bracket with subscript ret means that the quantity in brackets 
is to be evaluated at the retarded time, t' = t - [R(t')/c]. We note that, 
for nonre]ativistic motion, K -~ I. Then the potentials {14.6) reduce to the 
well-known nonrelativistic results. 

To determine the fields E and B from the potentials Aµ it is possible to 
perform the specified differential operations directly on (14.6). But this is 
a more tedious procedure than working with the form (14.3). We note that 
in (14.3) the only dependence on the spatial coordinates x of the observa­
tion point is through R. Hence the gradient operation is equivalent to 

a a V--..VR- = n-
oR oR 

(14.7) 
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Consequently the electric and magnetic fields can be written as 

(14.8) 

The primes on the delta functions mean differentiation with respect to 
their arguments. If the variable of integration is changed to /(t') = t' + 
{R(t')/c], we can integrate by parts on the derivative of the delta function. 
Then we find readily 

[ D 1 d (D - (3)] E(x t) = e - + - -
' KR2 CIC dt' KR ret 

(14.9) 

It is convenient to perform first the differentiation of the unit vector n. 
It is evident from Fig. 14.l that the rate of change of n with time is the 
negative of the ratio of the perpendicular component of Y to R. Thus 

dn n x (n x ~) -=---~ 
cdt' R 

(14.10) 

When we perform the differentiation of n wherever it appears explicitly, 
we obtain 

E(x t) = e[__!__ + ~ __E.. (_!_) - l - _!_ ~ (1-)J 
' K2R2 CIC dt' KR K.2R2 CK. dt' KR ret 

B(x, t) = e[(L + _!_ !!_ (1-)) x n] (14.11) 
«2R 2 CIC dt' KR ret 

We observe at this point that the magnetic induction is related simply to 

Fig. 14.1 
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the electric field by the relation, 

B=nxE 

467 

(14.12) 
where the equation is understood to be in terms of the retarded quantities 
in square brackets. 

The remaining derivatives needed in (14.11) are 

d . 
dt' ~ = (3 

! !!_(KR)= /32 - ~, n - R n. ~ 
C dt' C 

(14.13) 

Then the electric field can be written 

E(x, t) = e[(n - {3)(l - /J2
)] + !: [__.!!.__ x {(n - (3) x ~}] (14.14) 

K3R2 ret c K3R ret 

while the magnetic induction is given by (14.12). Fields (14.12) and (14.14) 
divide themselves naturally into "velocity fields," which are independent 
of acceleration, and "acceleration fields," which depend linearly on (3. 
The velocity fields are essentially static fields falling off as R-2, whereas 
the acceleration fields are typical radiation fields, both E and B being 
transverse to the radius vector and varying as R-1. 

For a particle in uniform motion the velocity fields must be the same as 
those obtained in Section 11.10 by means of a Lorentz transformation on 
the static Coulomb field. For example, the transverse electric field E1 at a 
point a perpendicular distance b from the straight line path of the charge 
was found to be 

(14.15) 

The origin of the time t is chosen so that the charge is closest to the 
observation point at t = 0. The electric field Ei(t) given by (14.15) bears 
little resemblance to the velocity field in (14.14). The reason for this 
apparent difference is that field ( 14.15) is expressed in terms of the present 
position of the charge rather than its retarded position. To show the 
equivalence of the two expressions we consider the geometrical configura­
tion shown in Fig. 14.2. Here O is the observation point, and the pointsP 
and P' are the present and apparent or retarded positions of the charge at 
time t. The distance P' Q is (3R cos B = (n • ~)R. Therefore the distance 
OQ is KR. But from triangles OPQ and PP'Q we find 

(KR) 2 = r 2 - (PQ)2 = r 2 - (32(R sin 0)2 

Then from triangle OMP' we have R sin O = b, so that 

1 (KR)2 = b2 + v2t2 - {J'l.b2 = - (b2 + r2v2t2) 
y2 

(14.16) 
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Fig. 14.2 Present and retarded positions of a charge in uniform motion. 

The transverse component of the velocity field in ( 14.14) is 

Ei(t) = e [ b ] 
y2(KR)3 ret 

(14.17) 

With substitution (14.16) for KR in terms of the charge's present position, 
we find that (14.17) is equal to (14.15). The other components of E and B 
come out similarly. 

14.2 Total Power Radiated by an Accelerated Charge-Larmor's 
Formula and Its Relativistic Generalization 

If a charge is accelerated but is observed in a reference frame where its 
velocity is small compared to that of light, then in that coordinate frame 
the acceleration field in ( 14.14) reduces to 

Ea = ! [n X (n x (3)] (14.18) 
c R ret 

The instantaneous energy flux is given by the Poynting's vector, 

S = .£. E x B = ~ \Ea\2n 
41T 41T 

(14.19} 

This means that the power radiated per unit solid angle is* 

dP = -~- !REal2 = .!.._ In X (n X (3)12 

dO. 47T 41rc 
(14.20) 

* In writing angular distributions of radiation we will always exhibit the polariza­
tion explicitly by writing the absolute square of a vector which is proportional to the 
electric field. 



[Sect. 14.2] Radiation by Moving Charges 469 

If 0 is the angle between the acceleration v and n, as shown in Fig. 14.3, 
then the power radiated can be written 

dP e2 -2 . 2 0 - = --V Sln " 
dO. 41Tc3 

(14.21) 

This exhibits the characteristic sin2 0 angular dependence which is a well­
known result. We note from (14.18) that the radiation is polarized in the 
plane containing v and n. The total instantaneous power radiated is 
obtained by integrating (14.21) over aU solid angle. Thus 

2 e2v2 
P=--

3 c3 
(14.22) 

This is the familiar Larmor result for a nonrelativistic, accelerated charge. 
Larmor•s formula (14.22) can be generalized by arguments about 

covariance under Lorentz transformations to yield a result which is valid 
for arbitrary velocities of the charge. Radiated electromagnetic energy 
behaves under Lorentz transformation like the fourth component of a 
4-vector (see Problem 11.13). Since dErad = P dt, this means that the 
power Pis a Lorentz invariant quantity. Ifwe can find a Lorentz invariant 
which reduces to the Lannor formula (14.22) for {J ~ I, then we have the 
desired generalization. There are, of course, many Lorentz invariants 
which reduce to the desired form when fJ- 0. But from (14.14) it is 
evident that the general result must involve only '3 and (3. With this 
restriction on the order of derivatives which can appear the result is unique. 
To find the appropriate generalization we write Larmor's formula in the 
suggestive form : 

(14.23) 

V 

D 

Fig. 14.3 
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where m is the mass of the charge, and pits momentum. The Lorentz 
invariant generalization is clearly 

p = 3 L (dpµ. dpµ.) (14.24) 
3 m 2c3 d-r d-r 

where d-r = dt/y is the proper time element, and pµ is the charged particle's 
momentum-energy 4-vector. * To check that (14.24) reduces properly to 
( 14.23) as {J ---J- 0 we evaluate the 4-vector scalar product, 

dpµ dpµ, = (dp)2 _ 1 (dE)2 = (dp)2 _ /12 (dp)2 
d-r d-r dr c2 d-r d-r , d-r 

(14.25) 

If (14.24) is expressed in terms of the velocity and acceleration by means 
of E = ymc2 and p = ymv, we obtain the Lienard result (1898): 

p = ~ e2 y6[({3)2 _ (~ X {3)2] 
3 C 

(14.26) 

One area of application of the relativistic expression for radiated power 
is that of charged-particle accelerators. Radiation losses are sometimes 
the limiting factor in the maximum practical energy attainable. For a 
given applied force (i.e., a given rate of change of momentum) the radiated 
power (14.24) depends inversely on the square of the mass of the particle 
involved. Consequently these radiative effects are largest for electrons. 
We will restrict our discussion to them. 

In a linear accelerator the motion is one dimensional. 
is evident that in that case the radiated power is 

2 e2 (dp)2 

p = 3 m2c3 dt 

From (14.25) it 

(14.27) 

The rate of change of momentum is equal to the change in energy of the 
particle per unit distance. Consequently 

2 e2 (dE)2 

p = 3 m2c3 dx 
(14.28) 

showing that for linear motion the power radiated depends only on the 
external forces which determine the rate of change of particle energy with 
distance, not on the actual energy or momentum of the particle. The ratio 

• That (14.24) is unique can be seen by noting that a Lorentz invariant is formed by 
taking scalar products of 4-vectors or higher-rank tensors. The available 4-vectors are 
p ,_. and dp 1) cir. Only form (14.24) reduces to the Larmorformulafor fJ --+ 0. Contraction 
of higher-rank tensors such as pµ(dp,,/dr) can be shown to vanish, or to give results 
proportional to (14.24) or m2 • 
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of power radiated to power supplied by the external sources is 

P 2 e2 1 dE 2 (e2/mc2) dE --- = ------- ""---'-------
(dE/dt) 3 m2c3 v dx 3 mc2 dx 

(14.29) 

where the last form holds for relativistic particles ({J-+-1). Equation (14.29) 
shows that the radiation loss will be unimportant unless the gain in 
energy is of the order of mc2 = 0.511 Mev in a distance of e2/mc2 = 
2.82 x 10-13 cm, or of the order of 2 x 1014 Mev/meter! Typical energy 
gains are less than IO Mev /meter. Radiation losses are completely 
negligible in linear accelerators. 

Circumstances change drastically in circular accelerators like the 
synchrotron or betatron. In such machines the momentum p changes 
rapidly in direction as the particle rotates, but the change in energy per 
revolution is small. This means that 

dp 1 dE 
- =rwlpl ►-­
d-r C d-r 

Then the radiated power (14.24) can be written approximately 

2 e2 2 e2c p = - -- y2w2 IPl2 = - - /J4r4 
3 m2c3 3 p2 

(14.30) 

(14.31) 

where we have used w = (c{J/ p), p being the orbit radius. This result was 
first obtained by Lienard in 1898. The radiative-energy loss per revolution 
is 

(14.32) 

For high-energy electrons (P ~ 1) this has the numerical value, 

bE(Mev) = 8.85 x 10-2 [E(Bev)J4 

p (meters) 
(14.33) 

For a typical low-energy synchroton, p =:::'. I meter, Emax ~ 0.3 Bev. 
Hence, lj£max ""' 1 Kev per revolution. This is less than, but not negligible 
compared to, the energy gain of a few kilovolts per turn. In the largest 
electron synchrotrons, the orbit radius is of the order of 10 meters and the 
maximum energy is 5 Bev. Then the radiative loss is ,_,5_5 Mev per revolu­
tion. Since it is extremely difficult to generate radiofrequency power at 
levels high enough to produce energy increments much greater than this 
amount per revolution, it appears that 5-10 Bev is an upper limit on the 
maximum energy of circular electron accelerators. 
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The power radiated in circular accelerators can be expressed numerically 
as 

p (watts) = 10' 6E (Mev) J (amp) 
21r p (meters) 

(14.34) 

where J is the circulating beam current. This equation is valid if the 
emission of radiation from the different electrons. in the circulating beam 
is incoherent. In the largest electron synchrotrons the radiated power 
amounts to 0.1 watt per microampere of beam. Although this power 
dissipation is very small the radiated energy is readily detected and has 
some interesting properties which will be discussed in Section 14.6. 

14.3 Angular Distribution of Radiation Emitted by an 
Accelerated Charge 

For an accelerated charge in nonrelativistic motion the angular distri­
bution shows a simple sin2 0 behavior, as given by (14.21), where e is 
measured relative to the direction of acce]eration. For relativistic motion 
the acceleration fields depend on the velocity as well as the acceleration. 
Consequently the angular distribution is more complicated. From (14.14) 
the radial component of Poynting's vector can be calculated to be 

e2 [ 1 ] [S • n]ret = - 62 In x [(n - ~) x (3]1 2 

41rc KR ret 
(14.35) 

It is evident that there are two types of relativistic effect present. One is 
the effect of the specific spatial relationship between f3 and ~, which will 
determine the detailed angular distribution. The other is a general, relati­
vistic effect arising from the transformation from the rest frame of the 
particle to the observer's frame and manifesting itseJf by the presence of 
the factors K (14.5) in the denominator of (14.35). For ultrarelativistic 
particles the latter effect dominates the whole angular distribution. 

In (14.35) S • n is the energy per unit area per unit time detected at an 
observation point at time t due to radiation emitted by the charge at time 
t' = t - R(t')/c. If we wanted to calculate the energy radiated during a 
finite period of acceleration, say from t' = T1 tot' = T2, we would write 

(14.36) 

Thus we see that the useful and meaningful quantity is (S • n) (dt/dt'), the 
power radiated per unit area in terms of the charge's own time. We 
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Fig. 14.4 Radiation pattern for 
charge accelerated in its direction 
of motion. The two patterns are 
not to scale, the relativistic one 
(appropriate for y ,,._,, 2) having 
been reduced by a factor ,..._,102 

for the same acceleration. 

therefore define the power radiated per unit solid angle to be 
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(14.37) 

If we imagine the charge to be accelerated only for a short time during 
which ~ and ~ are essentially constant in direction and magnitude, and we 
observe the radiation far enough away from the charge that n and R 
change negligibly during the acceleration interval, then (14.37) is pro­
portional to the angular distribution of the energy radiated. With (14.35) 
for the Poynting's vector, the angular distribution is 

dP(t') e2 In )( {(n -13) x ~}12 -- = - ______ ..,;___;__ 
dD. 41rc (1 - n • 13)5 

(14.38) 

The simplest example of (14.38) is linear motion in which ~ and~ are 
parallel. If 0 is the angle of observation measured from the common 
direction of {3 and~' then (14.38) reduces to 

dP( t') e2v2 sin2 (} 
=--------

dO. 41rc3 (l - {3 cos 0)5 
(14.39) 

For {3 ~ 1, this is the Larmor result (14.21). But as /3- 1, the angular 
distribution is tipped forward more and more and increases in magnitude, 
as indicated schematically in Fig. 14.4. The angle 0max for which the 
intensity is a maximum is 

Bmax = cos- 1 [_!_ (Jt + 15{]2 - 1)]--+ ...!_ 
3/J 2y 

(14.40) 

where the last form is the limiting value for fJ --+ 1. In this same limit the 
peak intensity is proportional to y8. Even for {J = 0.5, corresponding to 
electrons of ,._,go Kev kinetic energy, &max = 38.2°. For relativistic 
particles, Omax is very small, being of the order of the ratio of the rest 
energy of the particle to its total energy. Thus the angular distribution is 



474 Classical Electrodynamics 

confined to a very narrow cone in the direction of motion. For such small 
angles the angular distribution (14.39) can be written approximately 

dP(t') 8 e2v2 8 (y0)2 

dU. ~ ; 7 y (1 + y2fJ2)s 
(14.41) 

The natural angular unit is evidently y-1. The angular distribution is 
shown in Fig. 14.5 with angles measured in these units. \he peak occurs· 
at yfJ = ½, and the half-power points at yO = 0.23 and yB = 0.91. The 
root mean square angle of emission of radiation in the rela~ivistic limit is 

(02//2 = ! = mc2 
y E 

(14.42) 

This is typical of the relativistic radiation patterns, regardless of the 
vectorial relation between ~ and (3. The total power radiated can be 
obtained by integrating (14.39) over all angles. Thus 

P( ') 2 e2 •2 6 t =--vy 
3 c3 

(14.43) 

in agreement with (14.26) and (14.27). 
Another example of angular distribution of radiation is that for a charge 

in instantaneously circular motion with its acceleration ~ perpendicular 
to its velocity~- We choose a coordinate system such that instantaneously 
~ is in the z direction and~ is in the x direction. With the customary polar 
angles 6, cf, defining the direction of observation, as shown in Fig. 14.6, the 
general formula (14.38) reduces to 

dP(t') = e2,>2 1 [t _ sin2 e cos 2 4, ] (l4.44) 
dD. 41rc3 (1 - {3 cos 0)3 y2 (1 - /3 cos 0)2 

We note that, although the detailed angular distribution is different from 
the linear acceleration case, the same characteristic relativistic peaking at 
forward angles is present. In the relativistic limit (y ~ 1), the angular 

dP 
dll 

Fig. 14.S Angular distribution of 
radiation for relativistic particle. 
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Fig. 14.6 

distribution can be written approximately 

dP(t') ~ 2 e2v2 6 1 [i _ 4y202 cos2 "'] 

dO. 1T' c3 Y (l + y202)a (i + y202)2 
(14.45) 

The root mean square angle of emission in this approximation is given by 
(14.42), just as for one-dimensional motion. The total power radiated can 
be found by integrating (14.44) over all angles or from (14.26): 

(14.46) 

It is instructive to compare the power radiated for acceleration parallel 
to the velocity (14.43) or (14.27) with the power radiated for acceleration 
perpendicular to the velocity (14.46) for the same magnitude of applied 
force. For circular motion, the magnitude of the rate of change of 
momentum (which is equal to the applied force) is ymv. Consequently, 
(14.46) can be written 2 ( )2 

( ') 2 e 2 dp ( 4 P circular t = -3 23 Y -d 1 .4 7) 
m C t 

When this is compared to the corresponding result (I 4.27) for rectilinear 
motion, we find that for a given magnitude of applied force the radiation 
emitted with a transverse acceleration is a factor of y2 larger than with a 
parallel acceleration. 

14.4 Radiation Emitted by a Charge in Arbitrary, Extreme Relativistic 
Motion 

For a charged particle undergoing arbitrary, extreme relativistic motion 
the radiation emitted at any instant can be thought of as a coherent super­
position of contributions coming from the components of acceleration 
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parallel to and perpendicular to the velocity. But we have just seen that for 
comparable parallel and perpendicular forces the radiation from the parallel 
component is negligible (of order l/y2) compared to that from the perpen­
dicular component. Consequently we may neglect the parallel component 
of acce]eration and approximate the radiation intensity by that due to the 
perpendicular component alone. In other words, the radiation emitted by 
a charged particle in arbitrary, extreme relativistic motion is approxi­
mately the same as that emitted by a particle moving instantaneously along 
the arc of a circular path whose radius of curvature p is given by 

v2 c2 
p = - f'",.J - (14.48) 

tiJ. iiJ. 

where iJ J. is the perpendicular component of acceleration. The form of the 
angular distribution of radiation is (14.44) or {14.45). It corresponds to a 
narrow cone or searchlight beam of radiation directed along the instanta­
neous velocity vector of the charge. 

For an observer with a frequency-sensitive detector the confinement of 
the radiation to a narrow pencil parallel to the velocity has important 
consequences. The radiation will be visible only when the particle's 
velocity is directed towards the observer. For a particle in arbitrary 
motion the observer will detect a pulse or burst of radiation of very short 
time duration (or a succession of such bursts if the particle is in periodic 
motion), as sketched in Fig. 14. 7. Since the angular width of the beam is of 
the order of y-1 , the particle will illuminate the observer only for a time 
interval 

6.t' r-.,; l!.. 
cy 

in terms of its own time, where p is the radius of curvature (14.48). The 
observer sees, however, a time interval, 

11t /'".,; <dt > tJ.t' 
dt' 

where <dt/dt') = (K) ,_, (1/y2). Consequently the duration of the burst of 
radiation at the detector is 

1 p 6.t,-,--
,,a C 

(14.49) 

A pulse of this duration will contain, according to general arguments about 
Fourier integrals (see Section 7.3), appreciable frequency components up to 
a critical frequency, we, of the order of 

ro, ~~I~ (;k (14.50) 

For circular motion cf p is the angular frequency of rotation w0, and even 
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Fig. 14.7 Radiating particle illuminates the detector at O only for a time llt. The 
frequency spectrum thus contains frequencies up to a maximum We ,_ (llt)-1 . 

for arbitrary motion it plays the role of a fundamental frequency of motion. 
Equation (14.50) shows that a relativistic particle emits a broad spectrum 
of frequencies if E ► mc2, up to y3 times the fundamental frequency. In 
a 200-Mev synchrotron, ymax ,_, 400. Therefore <»c ,_, 6 x 107w0 . Since 
the rotation frequency is w0 ,-....,J 3 x 108 sec-1, the frequency spectrum 
of emitted radiation extends up to ,_,2 x 1016 sec-1. This represents a 
wavelength of 1000 angstroms. Hence the spectrum extends beyond the 
visible, even though the fundamental frequency is in the 100-Mc range. 
In Section 14.6 we will discuss in detail the angular distribution of the 
different frequency components, as well as the total energy radiated as a 
function of frequency. 

14.5 Distribution in Frequency and Angle of Energy Radiated by 
Accelerated Charges 

The qualitative arguments of the previous section show that for relati­
vistic motion the radiated energy is spread over a wide range of frequencies. 
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The range of the frequency spectrum was estimated by appealing to 
properties of Fourier integrals. The argument can be made precise and 
quantitative by the use of Parseval's theorem of Fourier analysis, 

The general form of the power radiated per unit solid angle is 

where 

dP(t) = IA(t)l2 
dQ 

A(t) = (4:) ½[RE]ret 

(14.51) 

(14.52) 

E being the electric field (14.14). In (14.51) the instantaneous power is 
expressed in the observer's time (contrary to the definition in Section 14.3), 
since we wish to consider a frequency spectrum in terms of the observer's 
frequencies. For definiteness we think of the acceleration occurring for 
some finite interval of time, or at least falling off for remote past and 
future times, so that the total energy radiated is finite. Furthermore, the 
observation point is considered far enough away from the charge that the 
spatial region spanned by the charge while accelerated subtends a small 
soJid angle element at the observation point. 

The total energy radiated per unit solid angle is the time integral of 

(14.51): dW f 00 

- = IA(t)l2 dt (14.53) 
dO -CO 

This can be expressed alternatively as an integral over a frequency 
spectrum by use of Fourier transforms. We introduce the Fourier transform 
A{w) of A(t), 

1 IGO A(w) = ,- A(t)eiwt dt 
"21T' -00 

(14.54) 

and its inverse, 

1 Joo . A(t) =-:= A(w)e-icot dw 
.J27T - 00 

(14.55) 

Then (14.53) can be written 

dW 1 Joo Joo Joo · _ , - = - dt dw dru' A*(w') • A(w)e*'' -w>t 
df). 21r -co -co -oo 

(14.56) 

Interchanging the orders of time and frequency integration, we see that the 
time integral is just a Fourier representation of the delta function 
d(w' - w). Consequently the energy radiated per unit solid angle becomes 

dW f. 00 - = IA(w)\ 2 dw 
dO. • - ro 

(14.57) 
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The equality of (14.57) and (14.53), with suitable mathematical restrictions 
on the function A(t), is a special case of ParsevaPs theorem. It is customary 
to integrate only over positive frequencies, since the sign of the frequency 
has no physical meaning. Then the relation, 

dW =ioo dl(w) dru (14.58) 
dD. o dO. 

defines a quantity dl(w)/dO which is the energy radiated per unit solid 
angle per unit frequency interval: 

dl(w) = IA(w)l 2 + IA(-ru)l 2 (14.59) 
dO. 

If A(t) is real, from (14.55) it is evident that A(-w) = A *(ro). Then 

dl(w) = 2 IA{w)l2 (14.60) 
dD. 

This result relates in a quantitative way the behavior of the power radiated 
as a function of time to the frequency spectrum of the energy radiated. 

By using (14.14) for the electric field of an accelerated charge we can 
obtain a general expression for the energy radiated per unit solid angle 
per unit frequency interval in terms of an integral over the trajectory of 
the particle. We must calculate the Fourier transform (14.54) of A(t) given 
by (14.52). Using (14.14), we find 

A(w) = (_!__J·1f 00 eirot[n X [(n ~ ~) >< ~]] dt (14.61) 
8-rr2c - oc K ret 

where ret means evaluated at t' + [R(t')/c] = t. We change the variable 
of integration from t to t', thereby obtaining the result: 

A(ru) = (_!__)½Joe iw(t'+[R(t')/c]) n )( [(n - 13) X ~] dt' (14.62) 
8w~ -oo ~ 

Since the observation point is assumed to be far away from the region of 
space where the acceleration occurs, the unit vector n is sensibly constant 
in time. Furthermore the distance R(t1) can be approximated as 

R(t') ,_, x - n • r(t') (14.63) 

where xis the distance from an origin Oto the observation point P, and 
r(t') is the position of the particle relative to 0, as shown in Fig. 14.8. Then, 
apart from an overall phase factor, (14.62) becomes 

A(w) = (_!__ Yif ro iw(t-[n•r(t)/c]) n )( [(n - ~) X ~] dt (14.64) 
81r2cJ - CX) «2 

The primes on the time variable have been omitted for brevity. The 
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Fig. 14.8 

energy radiated per unit solid angle per unit frequency interval (14.60) is 
accordingly 

dl(w) = ~ f CIJ n X [(n - (3) ~ (3] iOJ(l-[n,r{t)/c]} dt 2 (l4_65) 
d!l 4-n-2c - oo (1 - (3 • n) 

For a specified motion r(t) is known, (3(t) and (3(t) can be computed, and the 
integral can be evaluated as a function of w and the direction of n. If 
accelerated motion of more than one charge is involved, a coherent sum 
of amplitudes A;( w ), one for each charge, must replace the single amplitude 
in (14.65) (see Problems 14.11, 15.2, and 15.3). 

Even though (14.65) has the virtue that the time interval of integration 
is explicitly shown to be confined to times for which the acceleration is 
different from zero, a simpler expression for some purposes can be 
obtained by an integration by parts in (14.64). It is easy to demonstrate 
that the integrand in (14.64), excluding the exponential, is a perfect 
differential: 

n x [(n - (3) x ~] = !._[n x (n x (3)] 
K2 dt K 

(14.66) 

Then an integration by parts leads to the intensity distribution: 

dl(w) e2w2 f CIJ ( ~) iw(t-[n•r(t)/c]) dt 2 
--=-- nx nxt""e 

dQ 4-trllic - oo 
(14.67) 

It should be observed that in (14.67) and (14.65) the polarization of the 
emitted radiation is specified by the direction of the vector integral in each. 
The intensity of radiation of a certain fixed polarization can be obtained 
by taking the scalar product of the appropriate unit polarization vector 
with the vector integral before forming the absolute square. 

For a number of charges e1 in accelerated motion the integrand in (14.67) 
involves the replacement, 

. .\' . 
,.._ -i(w/c)n,r(t) '° ,.._ -i(ru/c)n,r;(t) e...,e ~ ,,,c_, e1...,1e (14.68) 

i=1 
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In the limit of a continuous distribution of charge in motion the sum over 
j becomes an integral over the current density J(x, t): 

~ -i{r:o/c)r.-r(t) 1 J .13 Jl' t) -i(w/c)n•x et"'e ----+ - a-x x, e 
C 

(14.69) 

Then the intensity distribution becomes 

dl(w) = ~ fdtfd3x D X [n X J(x t)]/w[t-(n-x)/c] 2 
dO. 47r2ca , (14.70) 

a result which can be obtained from the direct solution of the inhomo­
geneous wave equation for the vector potential (14.1). 

Of some interest is the radiation associated with a moving magnetic 
moment. This can be most easily expressed by recalling from Chapter 5 
that a magnetization density Jt(x, t) is equivalent to a current, 

J~u = cV x .;It 

Then substitution into (14.70) yields 

dl M(w) W 4 fdtf ds .;It( t) iru[t-{a•x)/c) 2 

dO. = 41r2c3 x n x x, e 

(14.71) 

(14.72) 

If the magnetization is a point magnetic moment µ.(t) at the point r(t), 
then 

Jt(x, t) = f1(t) ~[x - r(t)] (14.73) 

and the energy radiated per unit solid angle per unit frequency interval is 

dlµ(w) = ~ fdt n X µ(t)eitJJ(t-n-r(t)/c) 2 (14.74) 
dO. 4-n-2c3 

We note that there is a characteristic difference of a factor w2 between the 
radiated intensity from a magnetic dipole and an accelerated charge, apart 
from the frequency dependence of the integrals. 

The general formulas developed in this section, especially (14.65) and 
(14.67), will be applied in this chapter and subsequent ones to various 
problems involving the emission of radiation. The magnetic-moment 
formula (14.74) will be applied to the problem of radiation emitted in 
orbital-electron capture by nuclei in Chapter 15. 

14.6 Frequency Spectrum of Radiation Emitted by a Relativistic Charged 
Particle in Instantaneously Circular Motion 

In Section 14.4 we saw that the radiation emitted by an extremely 
relativistic particle subject to arbitrary accelerations is equivalent to that 
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Fig. 14.9 

emitted by a particle moving instantaneously at constant speed on an 
appropriate circular path. The radiation is beamed in a narrow cone in 
the direction of the velocity vector, and is seen by the observer as a short 
pulse of radiation as the searchlight beam sweeps across the observation 
point. 

To find the distribution of energy in frequency and angle it is necessary 
to calculate the integral in (14.67). Because the duration of the pulse 
tit',_, (p/cy) is very short, it is necessary to know the velocity (3 and 
position r(t) over only a small arc of the trajectory whose tangent points 
in the general direction of the observation point. Figure 14.9 shows an 
appropriate coordinate system. The segment of trajectory lies in the x-y 
plane with instantaneous radius of curvature p. Since an integral will be 
taken over the path, the unit vector n can be chosen without loss of 
generality to lie in the x-z plane, making an angle () (the colatitude) with 
the x axis. Only for very small O will there be appreciable radiation 
intensity. The origin of time is chosen so that at t = 0 the particle is at the 
origin of coordinates. 

The vector part of the integrand in (14.67) can be written 

n x (n x ~) = 1{ -e,1 sin (:') + e1 cos (:t) sin O] (14.75) 

where E11 = E2 is a unit vector in they direction, corresponding to polariza­
tion in the plane of the orbit; E1. = n x £ 2 is the orthogonal polariza­
tion vector corresponding approximately to polarization perpendicular to 
the orbit plane (for O small). The argument of the exponential is 

(14.76) 
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Since we are concerned with small angles O and comparatively short times 
around t = 0, we can expand both trigonometric functions in (14.76) to 
obtain 

cu (t _ n • r(t)) ,_, ~[ {l. + 82) t + ~ r] 
C • 2 y2 3p2 

(14.77) 

where {J has been put equal to unity wherever possible. Using the time 
estimate p/cy fort and the estimate (02)1A (14.42) for 0, it is easy to see that 
neglected terms in (14.77) are of the order of y-2 times those kept. 

With the same type of approximations in (14.75) as led to (14.77), the 
radiated-energy distribution (14.67) can be written 

where the amplitudes are• 

Aiw) ~; r
00

t exp{;;[(;.+ o•) •+ ;;]} dt 

A,(w) ~ 0 t•xp {; ;[ (~ + 02)1 + ;;.J) dt 

(14.78) 

(14.79) 

A change of variable to x = [ct/ p ( ~ + 02) ½] and introduction of the 
parameter ~, Y 

f = wp(_!_ + 02 \¾ (14.80) 
3c y2 J 

allows us to transform the integrals in A 11( w) and A J. ( ru) into the form: 

A 11(w) = E.( \ + 02) f 00 x exp [i¾~(x + ½x3)] dx 
C y -oo 

( 1 )½Joo A,t(w) = E. () ~ + 02 exp [i-l;(x + ½x3)] dx 
C ')' - ,x, 

(14.81) 

* The fact that the limits of integration in (14. 79) are t = ± oo may seem to contradict 
the approximations made in going from (14. 76) to (14. 77). The point is that for most 
frequencies the phase of the integrands in (14.79) oscillates very rapidly and makes the 
integrands effectively zero for times much smaller than those necessary to maintain the 
validity of (14.17). Hence the upper and lower limits on the integrals can be taken as 
infinite without error. Only for frequencies of the order of w ,....,, (c/p) ,_, w 0 does the 
approximation fail. But we have seen in Section 14.4 that for relativistic particles essenti­
ally all the frequency spectrum is at much higher frequencies. 
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The integrals in (14.81) are identifiable as Airy integrals, or alternatively 
as modified Bessel functions: 

J: 00 1 
0 x sin [i;(x + ·lx3)] dx = .J} K%(~) 

J: 00 1 
0 

cos [i;(x + ½x3)] dx = ✓3 KH(~) 

(14.82) 

Consequently the energy radiated per unit frequency interval per unit 
solid angle is 

~ 
dl(w) = ~ (wp)2(_!_ + 02\2[K~,l(~) + C)()2 K!,?(~)J (14.83) 

dO. 31r2c C y2 ) (1/y-) + 02 

The first term in the square bracket corresponds to radiation polarized in 
the plane of the orbit, and the second to radiation polarized perpendicular 
to that plane. 

We now proceed to examine this somewhat complex result. First we 
integrate over all frequencies and find that the distribution of energy in 
angle is ... 

i oo dl(co) dw = ]_ e2 l [1 + ~ 02 ] (14.84) 
• do. 16 P (;. + o•f 1 (1/y') + o• 

This shows the characteristic behavior seen in Section 14.3. Equation 
(14.84) can be obtained directly, of course, by integrating a slight generali­
zation of the circular-motion power formula (14.44) over all times. As in 
(14.83), the first term in (14.84) corresponds to polarization parallel to the 
orbital plane, and the second to perpendicular polarization. Integrating 
over all angles, we find that seven times as much energy is radiated wit!)­
parallel polarization as with perpendicular polarization. The radiation 
from a relativistically moving charge is very strongly;but not comp}etely, 
polarized in the plane of motion. , 

The properties of the modified Bessel functions summarizedjn (3.103) 
and (3.104) show that the intensity of radiation is negligibt,for .; ► t. 
From (14.80) we see that this will occur at large angles; .tfte greater the 
frequency, the smaller the critical angle beyond wh~ there will be 
negligible radiation. This shows that the radiation is fargely confined to 
the plane containing the motion, as shown by OA.84), being more so 
confined the higher the frequency relative to cf,p. If w gets too large, 
however, we see that ; will be large at all ~gles. Then there will be 
negligible total energy emitted at that freqµency. The critical frequency 
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we beyond which there is negligible radiation at any angle can be defined 
by ~ = I for B = 0. Then we find 

we= 3y3(~) = 3(_E_..)3.: 
p mc2 p 

(14.85) 

This critical frequency is seen to agree with our qualitative estimate (14.50) 
of Section 14.4. If the motion of the charge is truly circular, then c/p is 
the fundamental frequency of rotation, w0. Then we can define a critical 
harmonic frequency we = ncwo, with harmonic number, 

(14.86) 

Since the radiation is predominantly in the orbital plane for y ► 1, it is 
instructive to evaluate the angular distribution (14.83) at () = 0. For 
frequencies well below the critical frequency (w < we), we find 

dl(w) c:::::'. e2 [r(i)]2 (~)½(rop);~ 
dO. 9 = 0 C 71' 4 C 

(14.87) 

For the opposite limit of w ► wt, the result is 

dl(w) ,._, ~ e2 r2 !!!... e-2wtwa 

dQ fl=O 27T C We 
(14.88) 

These limiting forms show that the spectrum at 0 = 0 increases with 
frequency roughly as w213 well bflow the critical frequency, reaches a 
maximum in the neighborhood of me, and then drops exponentially to 
zero above that frequency. 

The spread in angle at a fixed frequency can be estimated by determining 
the angle Oc at which ~(Oc) ~ ~(O) + 1. In the low-frequency range 
(co < roe), ~(O) is very small, so that ~((Jc)~ I. This gives 

o,~ (!:r =t(:f (14.89) 

We note that the low-frequency components are emitted at much wider 
angles than the average, (02)½ /'""o.,/ y-1 . In the high-frequency limit 
(w > roe), f(O) is large compared to unity. Then the intensity falls off in 
angle approximately as 

(14.90) 
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Thus the critical angle, defined by the 1/e point, is 

0c ~ !(cue)¼ 
y 3cu 

(14.91) 

This shows that the high-frequency components are confined to an angular 
range much smaller than average. Figure 14.10 shows qualitatively the 
angular distribution for frequencies small compared with, of the order of, 
and much larger th!1-n, we- The natural unit of angle yB is used. 

The frequency distribution of the total energy emitted as the particle 
passes by can be found by integrating (14.83) over angles: 

f.,,12 dl(w) f 00 dl(w) 
I( w) = 2'" -- cos () dfJ ~ 21r -- d8 

-'IT/2 d!l -w dfl 
(14.92) 

(remember that () is the colatitµde). We can estimate the integral for the 
low-frequency range by using the value of the angular distribution (14.87) 
at B = 0 and the critical angle (Jc (14.89). Then we obtain 

l(w),...., 27r0c dl(w) ,...., e2(wp)½ (14.93) 
dfl 6=0 C C 

showing that the spectrum increases as w~'3 for w ~ we. This gives a very 
broad, flat spectrum at frequencies below we. For the high-frequency limit 
where w > we we can integrate (14.90) over angles to obtain the reasonably 
accurate result, 2 ( )½ 

/(ru) ~ J3-rr ~ y ~ e- 2w/wa (14.94) 
C We 

A proper integration of (14.83) over angles yields the expression, 

t 
dl(wJ 

dU 

0 

✓-"' w loo I(w) = 2 3-y- K~lx)dx (14.95) 

1 
"(8~ 

C We 2ro/we 

2 

Fig. 14.10 Differential frequency 
spectrum as a function of angle. 
For frequencies cbrnparab]e to 
the critical frequency We, the radi­
ation is con"{ined to angles of the 
order of y-1 . For much smaller 
(larger) frequencies, the angular 

spread is larger (smaller). 
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Fig. 14.11 Synchrotron radiation spectrum (energy radiated per unit frequency 
interval) as a function of frequency. The intensity is measured in units of ye2/c, while 

the frequency is expressed in units of w. (14.85). 

In the limit w -< we this reduces to the form (14.93) with a numerical 
coefficient 3.25, while for w ► wc it is equal to (14.94). The behavior of 
I( w) as a function of frequency is shown in Fig. 14.11. The peak intensity 
is of the order of e2y/c, and the total energy is of the order of e2ywc/c = 
3e2y4/ p. This is in agreement with the value of 4-rre2y4/3p for the radiative 
loss per revolution (14.32) in circular accelerators. 

The radiation represented by (14.83) and (14.95) is called synchrotron 
radiation because it was first observed in electron synchrotrons (1948). 
The theoretical results are much older, however, having been obtained for 
circular motion by Schott (1912). For periodic circular motion the 
spectrum is actually discrete, being composed of frequencies which are 
integral multiples of the fundamental frequency m0 = c/ p. Since the 
charged particle repeats its motion at a rate of c/2TTp revolutions per second, 
it is convenient to talk about the angular distribution of power radiated 
into the nth multiple of m0 instead of the energy radiated per unit frequency 
interval per passage of the particle. To obtain the harmonic power 
expressions we merely multiply /(ru) (14.95) or dl(w)/dD. (14.83) by the 
repetition rate c/21rp to convert energy to power, and by m0 = c/ p to 
convert per unit frequency interval to per harmonic. Thus 

(14.96) 
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These results have been compared with experiment in some detail.* For 
this purpose it is necessary to average the spectra over the acceleration 
cycle of the machlne, since the electron's energy increases continually (see 
Problem 14.13). With 80 Mev maximum energy, the spectrum extends 
from the fundamental frequency of w0 :::'. 109 sec-1 to we~ 1016 sec-1, or 
A ,_, 1700 angstroms. The radiation covers the visible region and is bluish 
white in color. Careful measurements are in full agreement with theory. 

Synchrotron radiation has been observed in the astronomical realm 
associated with sunspots, the Crab nebula, and perhaps the ,_,JQ3 Mc/sec 
radiation from Jupiter. For the Crab nebula the radiation· spectrum 
extends over a frequency range from radiofrequencies into the extreme 
ultraviolet, and shows very strong polarization. From detailed observa­
tions it can be concluded that _electrons with energies ranging up to 1012 ev 
are emitting synchrotron radiation while moving in circular or helical 
orbits in a magnetic induction of the order of 10-4 gauss (see Problem 
14.15). The radio emission from Jupiter apparently comes from electrons 
trapped in Van Allen belts at distances several radii ·from Jupiter's surface. 
Whether these are relativistic electrons emitting synchrotron radiation, or 
nonrelativistic electrons emitting so-called cyclotron radiation as they 
spiral in the planet's magnetic field, is not clear at present. In any event, 
the radiation is strongly polarized parallel to the equator of Jupiter, as 
expected for particles trapped in a dipole field and spiraling around lines 
of force. 

14. 7 Thomson Scattering of Radiation 

If a plane wave of monochromatic electromagnetic radiation is incident 
on a free particle of charge e and mass m, the particle will be accelerated 
and so emit radiation. This radiation will be emitted in directions other 
than that of the incident plane wave, but for nonrelativistic motion of the 
particle it will have the same frequency as the incident radiation. The 
whole process may be described as scattering of the incident radiation. 

The instantaneous power radiated by a particle of charge e in non-
relativistic motion is given by Larmor's formula (14.21), 

dP e2 •2 • :a a - = -- V Sill ~ 
dQ 41Tc3 

(14.97) 

where 0 is the angle between the observation direction and the accelera­
tion. The acceleration is provided by the incident plane electromagnetic 

* F. R. Elder, R. V. Langmuir, and H. C. Pollock, Phys. Rev., 74, 52 (1948); and 
especially ·o. H. Tomboulain and P. L. Hartman, Phys. Rev., 102, 1423 (1956). 
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wave. If the propagation vector is k. and the polarization vector E, the 
electric field can be written 

E(x, t) = EE0ik•~ -io,t (14.98) 

Then, from the force equation for nonrelativistic motion, we have the 
acceleration, 

"( ) e E ik•::r:.-iwt vt =E- 0e (14.99) 
m 

If we assume that the charge moves a negligible part of a wavelength 
during one cycle of oscillation, the time average of v2 is ½Re (v • t*). Then 
the average power per unit solid angle can be expressed as 

<dP> c ( e2 
)

2 - = - IE0l2 - sin2 0 
dO 8'" me 

(14.100) 

Since the process is most simply viewed as a scattering, it is convenient to 
introduce a scattering cross section, d,efined by 

da Energy radiated/unit time/unit solid angle 
dO. = Incident energy flux in energy /unit area/ unit time 

(14.101) 

The incident energy flux is just the time-averaged Poynting's vector for 
the plane wave, namely, c IE0l2/81r. Thus from (14.100) we obtain the 
differentiaJ scattering cross section, 

da ( e2 ) 2 - = - sin2 0 
dQ mc2 

(14.102) 

If the wave is incident along the z axis with its polarization vector making 
an angle of 1P with the x axis, as shown in Fig. 14.12, the angular distri­
bution is 

sin2 0 = I - sin2 0 cos2 (ef, - ,p) (14.103) 

For unpolarized radiation the cross section is given by averaging over the 
angle 'I/'· Thus 

d<1 = (~)2 
• i(l + cos2 0) 

dD. mc2, 
(14.104) 

This is called the Thomson formula for scattering of radiation by a free 
charge, and is appropriate for the scattering of X-rays by electrons or 
gamma rays by protons. The angular distribution is as shown in Fig. 14.13 
by the solid curve. The total scattering cross section, called the Thomson 

cross section, is <J _ S1r (-e2 ) 2 

T - 3 mc2 
(14.105) 
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The Thomson cross section is equal to 0.665 x 10-24 cm2 for electrons. The 
unit of length, eZ/mc2 = 2.82 x 10-13 cm. is called the classical electron 
radius, since a classical distribution of charge totaling the electronic 
charge must have a radius of this order if its electrostatic self-energy is to 
equal the electron mass (see Chapter 17). 

The classical Thomson result is valid only at low frequencies. For 
electrons quantum-mechanical effects enter importantly when the frequency 
w becomes comparable to mc2/li, i.e, when the photon energy liw is 
comparable with, or larger than, the particle's rest energy mc2. Another 
way of looking at this criterion is that we expect quantum effects to appear 
if the wavelength of the radiation is of the order of, or smaller than, the 
Compton wavelength h/mc of the particle. At these higher frequencies 
the angular distribution becomes peaked in the forward direction as shown 
in Fig. 14.13 by the dotted curves, always having, however, the Thomson 
value at zero degrees. The total cross section falls below the Thomson 
cross section (14.105). The process is then known as Compton scattering, 
and for electrons is described theoretically by the Klein~ Nishina formula. 
For reference purposes we quote the asymptotic forms of the total cross 
section, as given by the Klein-Nishina formula: 

( 
e2 ) 2 

8; ( 1 - ::: + • • ·) , liw < m c2 

<1K.v = mc2 TT mc2[1n (2/iw) + ½]' /i.w ► mc2 (14.106) 
tun mc2 

For protons the departures from the Thomson formula occur at photon 

k 

D 

Fig. 14.12 
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Fig. 14.13 Differential scattering cross section of unpolarized radiation by a free 
electron. The solid curve is the classical Thomson result. The dotted curves are given 
by the quantum-mechanical Klein-Nishina formula. The numbers on the curves refer 

to values of hw/mc1• 

energies above about 100 Mev. This is far below the critical energy 
liw """Mc2 """ I Bev which would be expected in analogy with the electron 
Compton effect. The reason is that a proton is not a point particle like 
the electron with nothing but electromagnetic interactions, but is a complex 
entity having a spread-out charge distribution with a radius of the order of 
0.8 x 10-13 cm caused by strong interactions with pi mesons. The 
departure (a rapid increase in cross section) from Thomson scattering 
occurs at photon energies of the order of the rest energy of the pi meson 
(140 Mev). 

14.8 Scattering of Radiation by Quasi-free Charges; Coherent and 
Incoherent Scattering 

In the scattering of X-rays by atoms the angular distribution (14.104) is 
observed at wide angles, at least in light elements. But in the forward 
direction the scattering per electron increases rapidly to quite large values 
compared to the Thomson cross section. The reason is a coherent addition 
of the amplitudes from all electrons. From (14.18) it can be seen that the 
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radiation field from a number of free charged particles will be 

Ea=!~ eJ[n x (n x ~i)] (14.107) 
c ~ R1 ret , 

With (14.99) for the acceleration of the typical particle, we find 

E e 2 exp[ik•x1 -iw(1-~1)] 

E0 = _gn x (n x €) ,_:1 --------- (14.108) 
c2 ~m- R. j , 1 

In calculating the radiation it is sufficient to approximate R1 in the 
exponent by the form (14.63). Then, in complete analogy with the steps 
from (14.97) to (14.102), we find the scattering cross section, 

where 

da I L e,2 iq•x-12 • 2 0 - = -- e 1 sm " 
dD. . m;c2 

' 
w 

q = -n - k 
C 

is the ve.ctqrial change in wave number in the scattering. 

(14.109) 

(14.110) 

Equation (14.109) applies to free charged particles instantaneously at 
positions x1. Electrons in atoms, for example, are not free. But if the 
frequency of the incident radiation is Jarge compared to the characteristic 
frequencies of binding, the particles can be treated as free while being 
accelerated by a pulse of finite duration. Thus (14.109) can be applied to 
the scattering of high-frequency (compared to binding frequencies) radia­
tion by bound charged particles. The only thing that remains before 
comparison with experiment is to average ( 14.109) over the positions of all 
the particles in the bound system. Thus the observable cross section for 
scattering is 

dn <IL e;2 iq•ic-,
2

) • 2 0 -= --e' Sln" 
dQ . mic2 

' 
(14.111} 

where the symbol ( ) means average over all possible values of X;-

The cross section (14.111) shows very different behavior, depending on 
the value of lql. The coordinates x1 have magnitudes of the order of the 
linear dimensions of the bound system. If we call this dimension a, then 
the behavior of the cross section is very different in the two regions, 
qa <{ I and qa ► 1. If the scattering angle is 8, the magnitude of q is 
2k sin (0/2). Thus the dividing line between the two domains occurs for 



[Sect. 14.8] Rlldiation by Moving Charges 493 

angles such that 

2ka sin!,......, 1 
2 

(14.112) 

If the frequency is low enough so that ka ~ 1, then the limit qa ~ 1 will 
apply at all angles. But fot frequencies where ka ~ 1, there will be a region 
off orward angles less than 

1 () ,..._, -
c ka 

(14.113) 

where the limit qa ~ l holds, and a region of wider angles where the limit 
qa ► } applies. 

For qa ~ I, the arguments of exponents in (14.111) are all so small that 
the exponential factors can be approximated by unity. Then the differential 
cross section becomes 

lim du = 1, e,;2 2 
2 sin2 0 = z2 ( e2 

2)
2 sin2 0 (14.114) 

qn-+Q an ~ mjc me , 
where the last form is appropriate for electrons in an atom of atomic 
number Z. This shows the coherent effect of all the particles, giving an 
intensity corresponding to the square of the number of particles times the 
intensity for a single particle. 

In the opposite limit of qa ► 1 the arguments of the exponents are large 
and widely different in value. Consequently the cross terms in the square 
of the _sum will average to zero. Only the absolute squared terms will 
survive. Then the cross section takes the form: 

da L ( e-2 )2 ( e2 )2 lim - = ~ sin2 0 = Z - sin2 0 
qa-+co dD. . m1c mc2 

:J 

(14.115) 

where again the final form is for electrons. in an atom. This result corre­
sponds to the incoherent superposition of scattering from the individuaf 
particles. 

For the scattering of X-rays by atoms the critical angle (14.113) can be 
estimated, using (13.95) as the atomic radius. Then one finds the numerical 
value, 

z½ 
(Ja,,_, __ _ 

li.w (kev) 
(14.116) 

For angles less than 06 the cross section rises rapidly to a value of the order 
of ( 14.114), while at wide angles it is given by Z times the Thomson result, 
(14.115), or for high-frequency X-rays or gamma rays by the Klein­
Nishina formula, shown in Fig. 14.13. 
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14.9 Cherenkov Radiation 

A charged particle in uniform motion in a straight line in free space does 
not radiate. But a particle moving with constant ve]ocity through a material 
medium can radiate if its velocity is greater than the phase velocity of light 
in the medium. Such radiation is called Cherenkov radiation, after its 
discoverer, P.A. Cherenkov (1937). The emission of Cherenkov radiation 
is a cooperative phenomenon involving a large number of atoms of the 
medium whose electrons are accelerated by the fie]ds of th~ passing particle 
and so emit radiation. Because of the collective aspects of the process it 
is convenient to use the macroscopic concept of a dielectric constant e 
rather than the detailed properties of individual atoms. 

A qualitative explanation of the effect can be obtained by considering 
the fields of the fast particle in the dielectric medium as a function of time. 
We denote the velocity of light in the medium by c and the particle velocity 
by v. Figure 14.14 shows a succession of spherical field wavelets for v < c 
and for v > c. Only for v > c do the wavelets interfere constructively to 
form a wake behind the particle. The normal to the wake makes an angle 

I 
I 
I 
I 

vt--J I 
I I 

~ ct~ 

I 

I 

I 

I 
I 

---vt---~..it 

Fig. 14.14 Cherenkov radiation. Spherical wavelets of fields of a particle traveling 
less than, and greater than, the velocity of light in the medium. For v > c, an electro­
magnetic "shock" wave appears. moving in the direction given by the Cherenkov 

angle 00. 
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Oc with the velocity direction, where 
C 

cos 00 = -
V 

This is the direction of emission of the Cherenkov radiation. 
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(14.117) 

Although we have already found the fields appropriate to the Cherenkov­
radiation problem in Section 13.4, and have even given an expression 
(13.82) for the energy emitted as Cherenkov radiation, it is instructive to 
look at the problem from the point of view of the Lienard-Wiechert 
potentials. We will make use of Section 13.4 to the extent of noting that, 
for a nonpermeable medium, we may discuss the fields and energy radiated 
as if the particle moved in free space with a velocity v > c, provided at the 
end of the calculation we make the replacements, 

(14.118) 

where E is the dielectric constant.* We will simplify the analysis by 
assuming that E is independent of frequency. But our final results will be 
for individual frequency components and so will be easily generalized. 

For a point charge in arbitrary motion the Lienard-Wiechert potentials 
were obtained in Section 14.1. It was tacitly assumed there that the particle 
velocity was less than the velocity of light. Then the potentials (14.6) at a 
given point in space-time depended on the behavior of the particle at one 
earlier point in space-time, the retarded position. This situation corre­
sponds in the left side of Fig. 14.14 to the fact that a given point lies on 
only one circle. When v > c, however, we see from the right side of the 
figure that two retarded positions contribute to the field at a given point in 
space-time. The scalar potential in (14.6) is replaced by 

ct>(x, t) = e[2-] + e[-.!..] 
KR 1 KR 2 

(14.119) 

where the indices 1 and 2 indicate the two retarded times ti' and t2'. 

To determine the two times t1' and t2' we consider the vanishing of the 
argument of the delta function in (14.3); 

t' + Ix - r(t')I _ t = 0 (14.120) 
C 

* From (13.54) it is evident that we are dealing in thb way with potentials tl>' = v;<D, 
A' = A, and fields E' :;:,ii v;'E, B' = B. Then, for example, Poynting's vector is 

C C 
S' = - (E' X B') -+- --- {E' X B') = S 

41T 41rV E 
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Fig. 14.15 

For a particle with constant velocity v, we can take r(t') = vt'. With 
X = (x - vt) as the vector distance from the present position P' of the 
particle to the observation point P, (14.120) becomes 

1 
(t - t') = - IX+ v(t - t')I (14.121) 

C 

The solution of this quadratic is 

, -X • v ± -J(X • v)2 - (v2 - c2)X2 
( t - t ) = -------------------------'---

( v2 - c2) 
(14.122) 

Only roots that are real and positive have physical meaning. For v < c, 
the square root is real and larger than IX• vj. Hence there is only one 
valid root for (t - t'), as already noted. But for v > c, there are other 
possibilities. First we note that even when the square root is real (as it is for 
directions more or less parallel or antiparallel to v) it is smaller in magni­
tude than IX• vi. Consequently there is no root for (t - t') when X and v 
have an acute angle between them; the fields do not get ahead of the 
particle. If ex is the angle between X and v, as shown in Fig. 14.15, we see 
furthermore that the square root is imaginary for cos2 ex < [I - {c2/v2)]. 
But for backward angles, such that 

there are two real, positive values of (t - t') as solutions of (14.121). Thus 
the potentials exist only inside the Cherenkov cone defined by cos ct = 
-[1 - (c2/v2)P,( 
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The values of KR corresponding to the two roots (14.122) are easily 
shown to be 

KR= =i= ! [(X. v)2 - (v2 - c2)X2]ti 
C 

(14.123) 

Actually in (14.119) the absolute values are required, because of the sign 
inherent in the Jacobian derivative in (14.4). Thus the two terms add, and 
the potentials can be written 

2e 
<l>(x, t) = -:===== 

x,J1 - (v2/c'1 sin2 oc 
V 

A(x, t) = - <l>(x, t) 
(14.124) 

C 

These potentials are valid inside the Cherenkov cone,,"\>ecorne singular on 
its surface, and vanish outside the cone. They represent a wave front 
traveling at yelocity c in the direction 00 (14.117). 1'4t; singularity is not a 
physical reality, of course. It comes from our assumP,tfon that the velocity 
of light in the , medium is independent of frequency;.,. For high enough 
frequencies (short enough wavelengths) the phase velocity of !!ght in the 
medium will approach the velocity of light in vacuo. This variation with 
frequency will cause a smoothing at short distances which will eliminate 
singularities. 

The potentials (14.124) are special cases of the potentials whos~ Fourier 
transforms are given by (13.57). The fields which can be found from 
(14.124) are similarly the Fourier transforms of the fields (13.64) and 
(13.65), assuming e(w) is a real constant. The calculation of energy 
radiated proceeds exactly as in Section 13.4 with the integration of the 
Poynting's vector over a cylinder, as in (13.71), yielding the final expression 
(13.82) for energy radiated per unit distance. 

The discussion presented so far, with the appearance of a Cherenkov 
"shock wave" for v > c, is the proper macroscopic description of the 
origin of Cherenkov radiation. If, however, one is interested only in the 
angular and frequency distribution of the radiation and not in the mecha­
nism, it is possible to give a simple, nonrigorous derivation, using the 
substitutions (14.118). The angular and frequency distribution of radiation 
emitted by a charged particle in motion is given by (14.67): 

d/(w) e2ru2 f oo iw(t-n•r(t)) 12 -- = -- n x (n x v)e c dt 
dQ 471"2c3 -00 

(14.125) 

For a particle moving in a nonpermeable, dielectric medium transfor­
mation (14.118) yields 

(14.126) 
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For a uniform motion in a straight line, r(t) = vt. Then we obtain 

d/(w) = e2i' In X vl2 I!£_ f oo imi( 1- "~ n•v) dt 12 (14.127) 
dQ c3 2rr -oo 

The integral is a Dirac delta function.. Then 

di( ) 2 ½p2 • 2 (J 
~ = e e stn ld(l - /Ap cos 0)1 2 

dQ C 
(14.128) 

where 0 is measured relative to the velocity v. The presence of the delta 
function guarantees that the radiation is emitted only at the Cherenkov 
angle 00 : 

1 
COS (J a = ~ 

~€ 

(14.129) 

The presence of the square of a delta function in angles in (14.128) means 
that the total energy radiated per unit frequency interval is infinite. This 
infinity occurs because the particle has been moving through the medium 
forever. To obtain a meaningful result we assume that the particle passes 
through a slab of dielectric in a time interval 2T. Then the infinite int(;':gral 
in (14.127) is replaced by 

~ f T iwt( 1 - f:~ n•v) dt = roTsin [roT(l -
1 

/A/3 cos 0)] (l4_130) 
21r -T 1r [wT(1 - e½/3 cos O)] 

Theabsolute square of this function peaks sharply at the angle 00 , provided 

wT ► 1. Assuming that~ > ~, so that the angle 00 exists, the integral 
€ 

over ang1es is 

Jan(roT)2 sin2 [wT(l - i'f3 cos 0)] = 2wr 
1T [wT(1 - /Ap cos 0)] 2 {3e½ 

(14.131) 

showing that the amount of radiation is proportional to the time interval. 
From (14.128) we find that the total energy radiated per unit frequency 
interval in passing through the slab is 

e2w 
l(w) = 2 sin2 00 (2cf3T) (14.132) 

C 

This can be converted into energy radiated per unit frequency interval per 
unit path length by dividing by 2cf3T. Then, with(14.129) for 00 , we obtain 

d/(w) - e2w [1 - l ] (14.133) 
dx c2 [32£( ro) 

where w is such that €(w) > (l/{32), in agreement with (13.82). 
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Fig. 14.16 Cherenkov band. 
Radiation is emitted only in 
shaded frequency range where 

e(w) > p-2• 

t 
E(W) 

1 
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The properties of Cherenkov radiation can be utilized to measure 
velocities of fast particles. If the particles of a given velocity pass through 
a medium of known dielectric constant e, the light is emitted at the 
Cherenkov angle (14.129). Thus a measurement of the angle allows deter­
mination of the velocity. Since the dielectric constant of a medium in 
general varies with frequency, light of different colors is emitted at some­
what different angles. Figure 14.16 shows a typica1 curve of e(co), with a 
region of anomalous dispersion at the upper end of the frequency interval. 
The shaded region indicates the frequency range of the Cherenkov light. 
Since the dielectric medium is strongly absorbent at the region of anom­
alous dispersion, the escaping light will be centered somewhat below the 
resonance. Narrow band filters may be employed to select a small interval 
of frequency and so improve the precision of velocity measurement. For 
very fast particles (P ~ 1) a gas may be used to provide a dielectric 
constant differing only slightly from unity and having (t: - 1) variable 
over wide limits by varying the gas pressure. Counting devices using 
Cherenkov radiation are employed extensively in high-energy physics, as 
instruments for velocity measurements, as mass analyzers when combined 
with momentum analysis, and as discriminators against unwanted slow 
particles. 

REFERENCES AND SUGGESTED READING 

The radiation by accelerated charges is at least touched on in all electrodynamics 
textbooks, although the emphasis varies considerably. The relativistic aspects are treated 
in more or less detail in 

Iwanenko and Sokolow, Sections 39--43, 
Landau and Lifshitz, Classical Theory of Fields, Chapters 8 and 9, 
Panofsky and Phillips, Chapters 18 and 19, 
Sommerfeld, Electrodynamics, Sections 29 and 30. 

Extensive calculations of the radiation emitted by relativistic particles, anticipating many 
results rederived in the period 1940-1950, are presented in the interesting monograph by 

Schott. 
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The scattering of radiation by charged particles is presented clearly by 
Landau and Lifshitz, Classical Theory of Fields, Sections 9.11-9.13, and 

Electrodynamics of Continuous Media, Chapters XIV and XV. 

PROBLEMS 

14.1 Verify by explicit calculation that the Lienard-Wiechert expressions for all 
components of E and B for a particle moving with constant velocity agree 
with the ones obtained in the text by means of a Lorentz transformation. 
Follow the general method at the end of Section 14.1. 

14.2 Using the Lienard-Wiechert fields, discuss the time-average power radiated 
per unit solid angle in nonrelativistic motion of a particle with charge e, 
moving 

(a) along the z axis with instantaneous position z(t) = a cos w.,t, 
(b) in a circle of radius R in the x-y plane with constant angular 

frequency ro0. 

Sketch the angular distribution of the radiation and determine the total 
power radiated in each case. 

14.3 A nonrelativistic particle of charge ze, mass m, and kinetic energy E makes 
a head-on coJlision with a fixed central force field of finite range. The 
interaction is repulsive and described by a potential V(r), which becomes 
greater than E at close distances. 

(a) Show that the total energy radiated is given by 

4 z2e1 {m I.co I dV 2 dr 
fl. W = 3 m2c3 ,J 2 rmtn dr V V(rm1u) - V(r) 

where rmin is the closest distance of approach in the coJlision. 
(b) If the interaction is a Coulomb potential V(r) = zZe2/r, show that 

the total energy radiated is 
aw=..!. zmva6 

45 Zc3 

where v0 is the velocity of the charge at infinity. 
14.4 A particle of mass m, charge q, moves in a plane perpendicular to a 

uniform, static, magnetic induction B. 
(a) Calculate the total energy radiated per unit time, expressing it in 

terms of the constants already defined and the ratio y of the particle's 
total energy to its rest energy. 

(b) If at time t = 0 the particle has a total energy E0 = y 0mc2, show 
that it will have energy E = ymc2 < E0 at a time t, where 

3m3cf' ( I 1 ) 
t ~ 2q4B2 Y - Yo 

provided y ► l. 
(c) If the particle is initially nonrelativistic and has a kinetic energy e:0 

at t = 0, what is its kinetic energy at time t? 
(d) If the particle is actually trapped in the magnetic dipole field of the 

earth and is spiraling back and forth along a line of force, does it radiate 
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more energy while near the equator. or while near its turning points? 
Why? Make quantitative statements if you can. 

14.5 As in Problem 14.2a a charge e moves in simple harmonic motion along 
the z axis, z(t') = a cos ( w0t'). 

(a) Show that the instantaneous power radiated per unit solid angle is: 

dP(t') e2c{J4 sin2 () cos2 (wt') 

dO. = 4rra2 (1 + P cos 8 sin w0t')5 

where P = awofc. 
(b) By performing a time averaging, show that the average power per 

unit solid angle is: 
dP _ e2c{34 [ 4 + P2 cos2 0 ] . 2 

dO. - 327'1'a2 ( 1 - P2 cos2 O)¼ sm 0 

(c) Make rough sketches of the angular distribution for nonrelativistic 
and relativistic motion. 

14.6 Show explicitly by use of the Poisson sum formula or other means that, 
if the motion of a radiating particle repeats itself with periodicity T, the 
continuous frequency spectrum becomes a discrete spectrum containing 
frequencies that are integral multiples of the fundamental. Show that a 
general expression for the power radiated per unit solid angle in each 
multiple m of the fundamental frequency w0 = 21r/T is: 

dP e2w 4m2 f2" 100o [ ( n • x(t))] 2 

d(; = (2:c)3 Jo v(t) X n exp imw0 t - c dt 

14.7 (a) Show that for the simple harmonic motion of a charge discussed in 
Problem 14.5 the average power radiated per unit solid angle in the mth 
harmonic is: 

dP e2cP2 
__!!! = -- m2 tan2 ()J m 2(m{J cos 0) 
dO. 21ra2 

(b) Show that in the nonrelativistic limit the total power radiated is all 
in the fundamental and has the value: 

2 e2 42 
p ~ 3 c3 wo a 

where a2 is the mean square amplitude of oscillation. 
14.8 A particle of charge e moves in a circular path of radius R in the x-y plane 

with constant angular velocity w0 . 

(a) Show that the exact expression for the angular distribution of power 
radiated into the mth multiple of w0 is: 

dP m = e2w0 4 R2 
2 [ (dJ m(m{J sin 0))2 cot2 

() J 2 ( p • ll)] 
dO. 21rc3 m d(mP sin 0) + p2 m m sm 11 

where {J = w 0R/c, and J m(x) is the Bessel function of order m. 
(b) Assume nonrelativistic motion and obtain an approximate result for 

dP ml dO.. Show that the results of Problem 14.2b are obtained in this limit. 
(c) Assume extreme relativistic motion and obtain the results found in 

the text for a relativistic particle in instantaneously circular motion. 
(Watson, pp. 79, 249, may be of assistance to you.) 
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14.9 Bohr's correspondence principle states that in the limit of large quantum 
numbers the classical power radiated in the fundamental is equal to the 
product of the quantum energy (nw0) and the reciprocal mean lifetime of 
the transition from principal quantum number n to (n - 1). 

{a) Using nonrelativistic approximations, show that in a hydrogen-like 
atom the transition probability (reciprocal mean lifetime) for a transition 
from a circular orbit of principal quantum number n to (n - l) is given 
classically by • 

l _ 2 e2 (Ze2 ),. mc2 1 
:; - 3 lie lie T n5 

(b) For hydrogen compare the classical value from (a) with the correct 
quantum-mechanical results for the transitions 2p --+ ls (1.6 x 10-9 sec), 
4/--+ 3d (7.3 x 10-s sec), 6h --+ 5g (6.1 x 10-7 sec). 

14.10 Periodic motion of charges gives rise to a discrete frequency spectrum in 
multiples of the basic frequency of the motion. Appreciable radiation in 
multiples of the fundamental can occur because of relativistic effects 
(Problems 14.7 and 14.8) even though the components of velocity are truly 
sinusoidal, or it can occur if the components of velocity are not sinusoidal. 
even though periodic. An example of this latter motion is an electron 
undergoing nonrelativistic elliptic motion in a hydrogen atom. 

The orbit can be specified by the parametric equations 

x = a(cos u - E) 

y = av 1 - £2 sin u 
where 

a is the semimajor axis, E is the eccentricity, w0 is the orbital frequency, 
and u is the angle in the plane of the orbit. In terms of the binding energy 
B and angular momentum L, the various constants are 

e2 

a= 2B' 

(a) Show that the power radiated in the kth multiple of w 0 is 

Pk = ;~ (kw0)4a2 (;2 [(J/(k€))2 + (1 ~ E2)Jk2(k€)]) 

where Jix) is a Bessel function of order k. 
(b) Verify that for circular orbits the general result (a) agrees with part 

(a) of Problem 14.9. 
14.11 Instead of a single charge e moving with constant velocity w0 in a circular 

path of radius R, as in Problem 14.8, a set of N such charge moves with 
fixed relative positions around the same circle. 

(a) Show that the power radiated into the mth multiple of w0 is 

dPrn(N) = dPm(l) F (N) 
JO dO. m 
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where dP mO)/dO. is the result of part (a) in Prob]em 14.8, and 

N 2 

F m(N) = ~ eimOj 

j=l 

01 being the angular position of the jth charge at t = t0. 
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(b) Show that, if the charges are uniformly spaced around the circle, 
energy is radiated only into multiples of Nw0, but with an intensity N 2 

times that for a single charge. Give a qualitative explanation of these facts. 
(c) Without detailed calculations show that for nonrelativistic motion 

the dependence on N of the total power radiated is dominantly as fJ2N, so 
that in the limit N ---+ co no radiation is emitted. 

(d) By arguments like those of (c) show that for relativistic particles the 
radiated power varies with N mainly as exp ( -2N/30) for N ► y3, so 
that again in the limit N - co no radiation is emitted. 

(e) What relevance have the results of (c) and (d) to the radiation 
properties of a steady current in a loop? 

14.12 As an idealization of steady-state currents :fl.owing in a circuit, consider a 
system of N identical charges q moving with constant speed v (but subject 
to accelerations) in an arbitrary closed path. Successive charges are 
separated by a constant small interval ~-

Starting with the Lienard-Wiechert fields for each particle, and making 
no assumptions concerning the speed v relative to the velocity of light, 
show that, in the limit N - ro, q -o, and 11 -o, but Nq = constant 
and q/1). = constant, no radiation is emitted by the system and the electric 
and magnetic fields of the system are the usual static values. 

(Note that for a real circuit the stationary positive ions in the conductors 
will produce an electric field which just cancels that due to the moving 
charges.) 

14.13 Assume that the instantaneous power spectrum radiated by an electron in 
a synchrotron is given by 

P(w, t) ~- _ y(t) _ e-2w/w" 2 e2 ( w )¼ 
7T p We 

where we = 3w0y3(t). 
(a) If the electrons increase their energy approximately linearly during 

one cycle of operation, show that the power spectrum, averaged over one 
cycle of operation, is 

2¾ e2 f. 00 e-Y (P(m, t)> ,.._, - - Y maxx¾ - 4- dy 
311" p x y½ 

where ;l; = 2w/wcmax 
(b) Determine limiting forms for the spectrum when x < 1 and :t? ► 1. 
(c) By finding tables of the integral (it is an incomplete gamma function) 

or by graphical integration for x = 0.1. 0.5, 1.0, 1.5, determine numerically 
the spectrum, plot it as a function of log [w/wcmax1, and compare it with 
the curves given by E1der, Langmuir, and Pollock, Phys. Rev., 74, 52 
(1948), Fig. 1. 

14.14 (a) Within the framework of approximations of Section 14.6, show that, 
for a relativistic particle moving in a path with instantaneous radius of 
curvature "· the freouencv-ane:le soectra of radiations with oositive and 
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negative helicity are 
2 2 (J 

di ±(w) = ~(wp) (..!.. + 82) K½(~) ± ( I )½ K½(~) 
~ ~CC~ ~+• 

y 

2 

(b) From the formulas of Section 14.6 and (a) above, discuss the 
polarization of the total radiation emitted as a function of frequency and 
angle. In particular, determine the state of polarization at (1) high 
frequencies (w > we) for all angles, (2) intermediate and low frequencies 
( w < we) for large angles, (3) intermediate and low frequencies at very 
small angles. 

(c) See the paper by P. Joos, Phys. Rev. Letters, 4, 558 (1960), for 
experimental comparison. 

14.15 Consider the synchrotron radiation from the Crab nebula. Electrons with 
energies up to at least 1012 ev move in a magnetic field of the order of 
1 o-4 gauss. 

(a) For E = 1012 ev, B = lo---4 gauss. calculate the orbit radius p, the 
fundamental frequency w0 = c/p, and the critical frequency roe. 

(b) Show that for a relativistic electron of energy E in a constant 
magnetic field the power spectrum of synchrotron radiation can be written 

P(E, w) = cons! (;.ft(=,) 
where f(x) is a cutoff function having the value unity at x = 0 and 
vanishing rapidly for x ~ l [e.g.,/~ exp ( -2m/wc), as in Problem 14.13], 
and we = (3eB/mc)(E/mc'1.)' cos 6, where 6 is the pitch angle of the helical 
path. 

(c) If electrons are distributed in energy according to the spectrum 
N(E) dE ,_. E- dE, show that the synchrotron radiation has the power 
spectrum 

(P(w)> dm _, w-a. dw 
where oc = (n - 1 )/2. 

(d) Observations on the radiofrequency and optical continuous 
spectrum from the Crab nebula show that on the frequency interval from 
w ~ 108 sec-1 to ru ~ 6 x 1016 sec-1 the constant ex~ 0.35. At higher 
frequencies the spectrum of radiation falls steeply with a. ;a, 1.5. Determine 
the index. n for the electron--energy spectrum, as well as an upper cutoff for 
that spectrum. Is this cutoff consistent with the numbers of part (a)? 

(e) From the result of Problem 14.4b find a numerical value for the 
time taken by an electron to de.crease in energy from infinite energy to 
1012 ev in a field of 104 gauss. How does this compare with the known 
lifetime of the Crab nebula? 

14.16 ~urning that Plexiglas or Lucite has an index of refraction of 1.50 in the 
visible region~ compute the angle of emission of visible Cherenkov 
radiation for electrons and protons as a function .of their energies in Mev. 
Determine how many quanta with wavelengths between 40CMJ and 6000 
angstroms are emitted per centimeter of path in Lucite by a 1-Mev 
electron. a 500-Mev proton, a 5--Bev proton. 
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Bremsstrahlung, 
Method of Virtual Quanta, 
Radiative Beta Processes 

In Chapter 14 radiation by accelerated charges was discussed in a 
general way, formulas were derived for frequency and angular distributions, 
and examples of radiation by both nonrelativistic and relativistic charged 
particles in external fields were treated. The present chapter is devoted to 
problems of emission of electromagnetic radiation by charged particles in 
atomic and nuclear processes. 

Particles passing through matter are scattered and lose energy by 
collisions, as described in detail in Chapter 13. In these collisions the 
particles undergo acceleration ; hence they emit electromagnetic radiation. 
The radiation emitted during atomic collisions is customarily called 
bremsstrahlung (braking radiation) because it was first observed when high­
energy electrons were stopped in a thick metallic target. For nonrelativistic 
particles the loss of energy by radiation is negligible compared with the 
collisional energy loss, but for ultrarelativistic particles radiation can be 
the dominant mode of energy loss. Our discussion of bremsstrahlung and 
related topics will begin with the nonrelativistic, classical situation. Then 
semiclassical arguments will be used, as in Chapter 13, to obtain plausible 
quantum-mechanical modifications. Relativistic effects, which produce 
significant changes in the results, will then be presented. 

The creation or annihilation of charged particles is another process in 
which radiation is emitted. Such processes are purely quantum mechanical 
in origin. There can be no attempt at a classical explanation of the 
basic phenomena. But given that the process does occur, we may legiti­
mately ask about the spectrum and intensity of electromagnetic radiation 

sos 
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accompanying it. The sudden creation of a fast electron in nuclear beta 
decay, for example, can be viewed for our purposes as the violent accelera­
tion of a charged particle initially at rest to some final velocity in a very 
short time interval, or, alternatively, as the sudden switching on of the 
charge of the moving particle in the same short interval. We will discuss 
nuclear beta decay and orbital-electron capture in these terms in Sections 
15.7 and 15.8. 

In radiation problems, such as the emission of bremsstrahlung or radia­
tive beta decay, the wave nature of the charged particles involved produces 
quantum-mechanical modifications very similar to those appearing in our 
earlier energy-loss considerations. These can be taken into account in a 
relatively simple way. But there is a more serious deficiency which occurs 
only in radiation problems. It is very difficult to take into account the 
effects on the trajectory of the particle of the energy and momentum carried 
off by radiation. This is not only because radiation reaction effects are 
relatively hard to include (see Chapter 17), but also because of the discrete 
quantum nature of the photons emitted. Thus, even when modifications 
are made to describe the quantum-mechanical nature of the particles, our 
results are limited in validity by the restriction that the emitted photon have 
an energy small compared to the total energy available. At the upper end 
of the frequency spectrum our semiclassical expressions will general1y have 
only qualitative validity. 

15.1 Radiation Emitted during Collisions 

If a charged particle makes a collision, it undergoes acceleration and 
emits radiation. If its collision partner is also a charged particle, they both 
emit radiation and a coherent superposition of the radiation fields must be 
made. Since the amplitude of the radiation fields depends (nonrelativisti­
cally) on the charge times the acceleration, the lighter particle will radiate 
more, provided the charges are not too dissimilar. In many applications 
the mass of one collision partner is much greater than the mass of the other. 
Then for the emission of radiation it is sufficient to treat the collision as the 
interaction of the lighter of the two particles with a fixed field of force. We 
will consider only this situation, and will leave more involved cases to the 
problems at the end of the chapter. 

From (14.65) we see that a nonrelativistic particle with charge e and 
acceleration c~(t) radiates energy with an intensity per unit solid angle per 
unit frequency interval, 

dI( W) e2 I . (t n•r(t)) 2 -- = - 9- n x (n x ~)e1w --c- dt 
dQ 477-c 

(15.1) 
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The position vector r(t) has the order of magnitude (v)t, relative to a suit­
able origin, where (v) is a typical velocity of the problem. This means that 
the second term in the exponential in (15.1) is of the order of <v)/c times 
the first. For nonrelativistic motion, it can be neglected. Its neglect is 
sometimes called the dipole approximation, in analogy with the multipole 
expansion of Section 9.2. Then we find the approximate expression, 

dl(w) e2 I 1
2 -- = - n X (n X ~)iwtdt 

dO. 41r2c 
(15.2) 

If we consider a collision process, the acceleration caused by the field of 
force exists only for a limited time -r, namely, the collision time: 

a 
T~-

V 
(15.3) 

where a is a characteristic distance over which the force is appreciable. 
Then the integral in (15.2) is over a time interval of order ,,., This means 
that -r provides a natural parameter with which to divide the frequencies of 
the radiation emitted into low frequencies (w-r <{ I) and high frequencies 
(wT ► 1). In the low-frequency limit, the exponential in (15.2) is sensibly 
constant over the period of acceleration. Then the integration can be 
performed immediately: 

(15.4) 

where c(31 and c(32 are the initial and final velocities, and Ll{3 is the 
vectorial change. Then the energy radiated is 

dl(w),...., _!:_ 16~12 sin2 0, 
dQ 41r2c 

WT<{ 1 (15.5) 

where 0 is measured relative to the direction of Ll(3. The total energy 
radiated per unit frequency interval in this limit is 

(15.6) 

In the high-frequency limit (oYr ► 1) the exponential in (15.2) oscillates 
very rapidly compared to the variation of ~(t) in time. Consequently the 
integrand has a very small average value, and the energy radiated is 
negligible. The frequency spectrum will appear qualitatively as shown in 
Fig. 15.1. It will be convenient sometimes to make the approximation that 
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the spectrum is given by a step function: 

W1" < 1 

OJT > 1 

(15.7) 

For a single encounter with a definite E1 f3 this is not a very good approxi­
mation, but if an average over many collisions with various ~(3 is wanted 
the approximation is adequate. 

The angular distribution (15.5) includes all polarizations of the emitted 
radiation. Sometimes it is of interest to exhibit the intensity for a definite 
state of polarization. In collision problems it is usual that the direction of 
the incident particle is known and the direction of the radiation is known, 
but the deflected particle's direction, and consequently that of d(3, are not 
known. Consequently the plane containing the incident beam direction 
and the direction of the radiation is a natural one with respect to which 
one specifies the state of polarization of the radiation. 

For simplicity we consider a small angle deflection so that~~ is approxi­
mately perpendicular to the incident direction. Figure 15.2 shows the 
vectorial relationships. Without loss of generality n, the observation 
direction, is chosen in the x-z plane, making an angle 0 with the incident 
beam. The change in velocity Llf3 lies in the x-y plane, making an angle <p 
with the x axis. Since the direction of the scattered particle is not observed, 
we wil1 average over rp. The unit vectors e11 and £ 1. are polarization vectors 
parallel and perpendicular to the plane containing (31 and n. 

The direction of polarization of the radiation is given by the vector 
n x (n x Ll~). This is perpendicular to n (as it must be) and can be 
resolved into components along e11 and e 1.. Thus 

(15.8) 

The absolute squares of the components in (15.8), averaged over <p, give 

i 

J(o}~ 2e2 I iltJ 12 
31rc I 

I'-"--------.;;:--+ - - - -
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1/r 

Fig. 15.1 Frequency spectrum of radiation emitted in 
a collision of duration r with velocity change ~/3. 
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the intensities of radiation for the two polarization states. 

dl11(m) = ...t._ 1Lil312 cos2 (J 
dD. 87T2C 

dIJ.(w) = L 1~1312 
dO. 87T2C 

The results are 

(15.9) 

These angular distributions are valid for all types of nonrelativistic small­
angle collisions. They have been verified in detail for the continuous 
X-ray spectrum produced by electrons of kinetic energies in the kilovolt 
range. It is evident that the sum of the two intensities is consistent with 
(15.5) and yields a total radiated intensity equal to (15.6). 

15.2 Bremsstrahlung in Nonrelativistic Coulomb Collisions 

The most common situation where a continuum of radiation is emitted 
is the collision of a fast particle with an atom. As a model for this process 
we will consider first the collision of a fast, but nonrelativistic, particle of 
charge ze, mass M, and velocity v with a fixed point charge Ze. For 
simplicity we will assume that the deflection of the incident particle is small. 
Then the same arguments as were used in Chapter 13 on the limits of impact 
parameters will be involved. In fact, much of the discussion can be trans­
planted bodily from the treatment of energy loss. 

For a small deflection in a point Coulomb field of charge Ze the 
momentum change is transverse and is given by (13.1) times Z. Thus the 
net change of velocity of the incident particle passing at impact parameter 
b has the magnitude 

av= 2zZe2 

Mvb 
(15.10) 
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The frequency spectrum will be given approximately by (15.7) (times z2) 
with a collision time (15.3) T ~ b/v. Thus the spectrum extends from 
w = 0 to Wmax ,-...J v/b: 

J(cu, b) ~ 
0, 

V w<-
b 
V w>­
b 

(15.11) 

Just as in the energy-loss process, the useful physical quantity is a cross 
section obtained by integrating over all possible impact parameters. 
Accordingly we define the radiation cross section x(w), with dimensions 
(area-energy/frequency), 

x(w)= f1(w,b)27Tbdb (15.12) 

The classical limits on the impact parameters can be found by arguments 
analogous to those of Section 13.1. The classical minimum impact param­
eter is [see (13.5)-(13. 7)]: 

b(CJ - zze2 
nnn - Mv2 (15.13) 

while the maximum value is governed by the cutoff in the spectrum (15 .11). 
Ifwe fix our attention on a given frequency win x(w), it is evident that only 
for impact parameters less than 

V 
bmax ~ -

w 
(15.14) 

will the accelerations be violent and rapid enough to produce significant 
radiation at that frequency. With these limits on b the radiation cross 
section is 

xcCw) ,..._, 16 z2e2(z2e2)2(~)21n (J.Mv3) 
3 c Mc2 v zZe2w 

(15.15) 

where A is a numerical factor of the order of unity which takes into account 
our uncertainties in the exact limits on impact parameters. This result is 
valid only for frequencies where the argument of the logarithm is large 
compared to unity, corresponding to bmax ► bmin· This means that there 
is a classical upper limit w~ax to the frequency spectrum given by 

(c) Mv3 
Wmaxf""'oo-'--2 

zZe 
(15.16) 

For highly charged, massive, slow particles the classical radiation cross 
section will be valid, but just as in the energy-loss phenomena the wave 
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nature of particles enters importantly for lightly charged, swift particles. 
The quantum modifications are very similar to those discussed in Section 
13.3. The wave nature of the incident particle sets a quantum-mechanical 
lower limit on the impact parameters, 

b(q) ,-...J_!!:_ 
mm-

Mv 
(15.17) 

This means that the radiation cross section is approximately 

xlw) ~ 16 z2e2(z2e2)2(~)21n (AMv2) 
3 C Mc2 V nw 

(15.18) 

instead of ( 15.15). We note that the arguments of the logarithm differ by 
the factor T/ (13.42) (times Zto give the product of the charges). The same 
rules about domains of validity of the classical and quantum-mechanical 
formulas apply here as for the energy loss. The frequency spectrum of the 
quantum cross section extends up to a maximum frequency w~~x: of the 
order of 

(q) Mv2 
Wmaxl".J--

li 
(15.19) 

We note that this is approximately the conservation of energy limit, 
<umax = Mv2/21i. Since the classical result holds only when 'Y/ ► 1, we see 
that 

(c) ,-.,, 1 (q) (q) 
Wmax - - Wmax ~ Wmax (15.20) 

TJ 

This shows that the classical frequency spectrum is always confined to very 
low frequencies compared to the maximum allowed by conservation of 
energy. Thus the classical domain is of little interest. In what follows we 
will concentrate on the quantum-mechanical results. 

Although the upper limit (15.19) is in rough accord with conservation 
of energy, the quantum radiation cross section has only qualitative validity 
at the upper end of the frequency spectrum. As was discussed in the 
introduction to this chapter, the reason is the discrete quantum nature of 
the photons emitted. For soft photons with energies far from the maximum 
the discrete nature is unimportant because the energy and momentum 
carried off are negligible. But for hard photons near the end point -of the 
spectrum the effects are considerable. One obvious and plaus•.ble way to 
include the conservation of energy requirement is to argue that the impact 
parameters (15.14) and (15.17) should involve an average velocity, 

1 -
(v) =½(vi+ v1) = 1-CJE + .jE - hw) 

-y2M 
(15.21) 
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Fig. 15.3 Radiation cross section (energy x area/unit frequency) for Coulomb 
collisions as a function of frequency in units of the maximum frequency (E//i). The 
classical spectrum is confined to very low frequencies. The curve marked "Bethe­
Heitler" is the quantum-mechanical Born approximation result, while the "semi-

classical quantum" curve is (15.18). 

where E = ½Mv2 is the initial kinetic energy of the particle, and hro is the 
energy of the photon emitted. With this average ve1ocity in place of v in 
(15.18), we obtain 

16 Z2e2 (z2e2 )2 (c)2 [;.. ( ✓ E + .J E - nw )2] xa(w) ~ - - - - In - ~----'----- (15.22) 
3 c Mc2 v 2 hw 

If A = 2, this cross section is exactly the quantum-mechanical result in 
the Born approximation, first calculated by Bethe and Reitler (1934). The 
argument of the logarithm evidently equa1s unity when liro ·= ½Mv2, so 
that the conservation of energy requirement is properly satisfied. Figure 
15.3 shows the shape of the radiation cross section as a function of 
frequency. The Bethe-Beitler formula (15.22) is compared with our 
classical and semiclassical quantum formulas (15.15) and (15.18) with ;t = 2 
and 17 = 10. 

The bremsstrahlung spectrum is sometimes expressed as a cross section 
for photon emission with dimensions of area/unit photon energy. Thus 

nwcrbrems<liw) d(liw) = x(w) dw (15.23) 
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The bremsstrahlung photon cross section is evidently 

16 Z2e2 ( z2e2) 2 (c)2 In ( ) CTbrems( liw) ~ - -- -- -
3 he Mc2 V no:, 

(15.24) 

where the argument of the logarithm is that of (15.15) or (15.22). Since the 
logarithm varies relatively slowly with photon energy, the main dependence 
of the cross section on photon energy is as (hw)-1, known as the typical 
bremsstrahlung spectrwn. 

The radiation cross section x( w) depends on the properties of the particles 
involved in the collision as Z 2z4/M2, showing that the emission of radiation 
is most important for electrons in materials of high atomic number. The 
total energy lost in radiation by a particle traversing unit thickness of 
matter containing N fixed charges Ze (atomic nuclei) per unit volume is 

dErad Nlcoma.x ( ) d --= xw w 
dx o 

(15.25) 

Using (15.22) for x(w) and converting to the variable of integration 
x = (liw/E), we can write the radiative energy loss as 

dEra.d = 16 NZ (Ze2) z4e4 [11n (1 + ✓_1 - x) dx 
dx 3 lie Mc2 Jo .Jx 

(15.26) 

The dimensionless integral has the value unity. For comparison we write 
the ratio of radiative energy loss to collision energy Joss (13.13) or (13.44): 

dErad 4 2 Z m (v)2 1 
dEcoll,..., 31r z 137 M ~ In Bq 

(15.27) 

For nonrelativistic particles (v ~ c) the radiative Joss is completely negli­
gible compared to the collision loss. The fine structure constant (e2/lic = 
1/137) enters characteristically whenever there is emission of radiation as 
an additional step beyond the basic process (here the deflection of the 
particle in the nuclear Coulomb field). The factor m/ M appears because 
the radiative loss involves the acceleration of the incident particle, while 
the colJision loss involves the acceleration of an electron. 

15.3 - Relativistic Bremsstrahlung 

For relativistic particles making collisions with atomic nuclei there are 
characteristic modifications in the radiation emitted. Our first thought 
would be that the nonrelativistic discussion of the previous sections would 
not be valid at all, and that a fu]l relativistic treatment would be necessary. 
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Fig. 15.4 Radiation emitted during relativistic collisions viewed from the laboratory 
(nucleus at rest) and the frame K' (incident particle essentially at rest). 

But it is one of the great virtues of the special theory of relativity (aside 
from being correct and necessary) that it allows us to choose a convenient 
reference frame for our calculation and then transform to the laboratory at 
the end. Thus we will find that all but the final steps of the relativistic 
bremsstrahlung calculation can be done nonrelativistically. 

There are two aspects. First of all, we know that radiation emitted by a 
highly relativistic particle is confined to a narrow cone of half-angle of the 
order of Mc2/ E, where Eis its tota] energy. Thus, unless we are interested 
in very fine details, it is sufficient to consider only the total energy radiated 
at a given frequency. The second point is that except for very close 
collisions the incident particle is deflected only slightly in an encounter and 
loses only a very small amount of energy. In the reference frame K', where 
the incident particle is at rest initially and the nucleus moves by with 
velocity v ,-Jc, the corresponding motion of the incident particle is non­
relativistic throughout the collision. This means that in the frame K' the 
radiation process can be treated entirely nonrelativistically. The connection 
between the radiation process as viewed in the laboratory and in the 
coordinate frame K 1 is sketched in Fig. 15.4. 

Almost all the arguments previously presented in Sections 15.1 and 15.2 
apply. The only modifications are in the limits on the impact parameters. 
The relativistic contraction of the fields (see Section 11.10) makes the col­
lision time (11. 120) smaller by a factor y = E/Mc2• This means that the 
maximum impact parameter is increased from (15.14) to 

yv 
bmax '.:::'. -

w' 
(15.28) 

where ro' is the emitted frequency in the coordinate system K'. The 
minimum impact parameter for these radiation problems is not the 
expected li/p = li/yMv, even though this is the magnitude of "smearing 
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out" of the particle due to quantum effects. The proper value is still (15.17), 
without factors of y, as can be seen from the following argument. In the 
emission of radiation all parts of an extended charge distribution must 
experience the same acceleration at the same time. Otherwise interference 
effects will greatly reduce the amount of radiation. This means that 
appreciable radiation will occur only if the width of the pulse of accelera­
tion due to the passing nuclear field is large compared to the ''smearing 
out" of the charge. The pulse width is of the order of b/y, while the 
transverse smearing-out distance is of the order of Ji/yMv. This sets a 
lower limit on impact parameters equal to (15.17), even for relativistic 
motion. With (15.11), (15.12), and these revised impact parameters, the 
radiation cross section x' ( m') in the system K' is 

, , 16 Z2e2 (z2e2 ) 2 (c)2 (J.yMv2) x(ro}~--- -- - In 
3 C Mc2 V nm' 

(15.29) 

To transform this resu1t to the (unprimed) laboratory frame we need to 
know the transformation properties of the radiation cross section and the 
frequency. The radiation cross section has the dimensions of (cross­
sectional area)· (energy)· (frequency)-1. Since energy and frequency 
transform in the same way under Lorentz transformations, while transverse 
dimensions are invariant, the radiation cross section is a Lorentz invariant: 

x(m) = x'(w') (15.30) 

The transformation of frequencies is according to the relativistic Doppler" 
shift formula (11.38): 

w = yw'(I + /3 cos O') (15.31) 

where()' is the angle of emission in the frame K'. The cross section x'(w') 
is the total cross section, integrated over angles in K'. Since the accelera­
tion is predominantly transverse in that frame, the radiation is emitted 
essentially symmetrically about ()' = 1Tj2. Consequently on the average 
we have ro = yw'. * With this substitution for w' in (15.29) we obtain the 
radiation cross section in the laboratory: 

16 z 2e2 (z2e2 ) 2 (c)2 (;.y2Mv2) x(w)~ --- -- - In 
3 c Mc2 v !iw 

(15.32} 

The only change from the nonrelativistic result (15.18) is the factor y2 in 
the argument of the logarithm. Conservation of energy requires that this 

* This result can be obtained from the original transformation (11.37), w' = 
yw(l - /3 cos 0), by noting that, for y ► I and 6 <{ 1, we have w' ~ (w/2y)(l + y202). 

Since the average value of y202 in the laboratory is of the order of unity, we obtain 
w' ,_.,w/y. 
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expression be used only for frequencies such that O < nw < (y - l)Mc2 

~ yMc2• We note that quanta with laboratory energies in the range 
M c2 ~ liw ~ y M c2 come from quanta with liw' ~ M c2 in the transformed 
frame K'. 

The above derivation of x( w) in the laboratory is somewhat casual in that the 
dependence of transformed frequency on angle was not treated rigorously. We 
should actually consider the differential cross section in the frame K': 

dx'(w') = A In ().yMv2) [~ (1 + cos2 e')] (I 5.33) 
df!' . hw' lfur 

where A is the coefficient of the logarithm in (15.32). The square-bracketed 
angular factor comes from the sum of the two terms in (15.9) and is normalized 
to a unit integral over solid angles. When transformed according to (11.38), 
(15.33) becomes in the laboratory 

dx(w) ~ A In ( 2"Ay2Mv2 )l y2(1 + y4fl'') (15.34) 
dO liw(I + y202) 21r (1 + y202)4 

The angular distribution is peaked sharply in the forward direction. The angular 
factor falls off as (y0)---4 for yO ► l. Of course, (15.34) is not valid for angles 
0 -;:, 1. But the order of magnitude is correct, the intensity of radiation being a 
factor y---4 smaller at backward angles than in the forward direction, and 
approaching the limiting value (at O = 1r): 

lim dx(w) = __2_ A ln (AMv2) (15.35) 
o-.,. dfJ. 32w y2 2/iw 

Since almost all the radiation is confined to angles fJ ~ 1, we may approximate 
the solid angle element dO. ~ 2-rr0 dO = (1r/y2) d(y202) 1 and integrate over the 
interval O < y2ll2 < oo with little error. This yields the total radiation cross 
section, 

x(w) = A[ln ( 2).~:"') - :~] (15.36) 

which differs insignificantly from the previous result (15.32). 

lS.4 Screening Effects; Relativistic Radiative Energy Loss 

In the treatment of bremsstrahlung so far we have ignored the effects of 
the atomic electrons. As direct contributors to the acceleration of the 
incident particle they can be safely ignored, since their contribution per 
atom is of the order of z-1 times the nuclear one. But they have an indirect 
effect through their screening of the nuclear charge. The potential energy 
of the incident particle in the field of the atom can be approximated by the 
form (13.94). This means that there will be negligible radiation emitted 
for collisions at impact parameters greater than the atomic radius (13.95). 
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We can include this approximately in our previous calculations by defining 
a maximum impact parameter due to screening by the atomic electrons, 

b(s) l'J l 4 llo max ,..._, a - . --i, 
z;;s 

(15.37) 

Then we must use the smaller of the two values (15.28) and (15.37) for 
bmax in the argument of the logarithm. The ratio is 

bg>ax ~ 1 ~2 (~) nw 
bmax z½ C y 2mv2 

(15.38) 

where m is the electronic mass and we have used the average value 
w' = w/y. This shows that for low enough frequencies the screening value 
is always smaller than (15.28). The limiting frequency W 8 below which we 

must use b~~x is, in units of the spectrum end point Wmax = ~(y - l)Mc2, 

2z!/2 m (c) 
~ '.::::'. z½ (m)y(y + 1) ½ ~ 1~2 M ~ (lS.39) 
Wmax 192 M y - 1 Z, 3 m 

192M y 

where the upper (lower) line is the nonrelativistic (relativistic) limiting 
form. When w < W 8 the argument of the logarithm in the radiation cross 
section (15.32) becomes independent of frequency: 

(15.40) 

This makes the radiation cross section approach the constant value, 

x(w) ~ 16 z2e2(z2e2)2(£)21n ('i 1~2 M !:) 
3 C Mc2 V z½ m C 

(15.41) 

for w <{; w8• Then the energy radiated per unit frequency interval at low 
frequencies is finite, rather than logarithmically divergent. This is the same 
type of effect as the screening produces in making the small-angle scattering 
(13.96) finite, rather than divergent as ()-4 for a pure Coulomb field. 

Except for extremely low velocities the screening frequency m, is very 
small compared to Wmax in the nonrelativistic limit. A typical figure is 
w 8/w-max f".J 0.07 for electrons of 100-Kev kinetic energy incident on a gold 
target (Z = 79). For heavier nonrelativistic particles the ratio is even 
smaller. This means that the spectrum shown in Fig. 15.3 is altered only 
at very low frequencies for nonrelativistic bremsstrahlung. 
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Fig. 15.5 Radiation cross section 
in the complete screening limit. 
The constant value is the semi­
classical result. The curve marked 
"Bethe-Heitler'' is the quantwn­
mechanical Born approximation. 

For extremely relativistic particles the screening can be "complete." 
Complete screening occurs when w s > wmax• This occurs at energies 
greater than the critical value, 

E _ (192M)M 2 
s - ½ C Z m 

(15.42) 

For electrons, E8 ~ 42 Mev in aluminum (Z = 13) and 23 Mev in lead 
(Z = 82). The corresponding values for mu mesons are 2 x 106 Mev and 
106 Mev. Because of the factor M/m, screening is important only for 
electrons. When E > E8, the radiation cross section is given by the 
constant value (15.41) for all frequencies. Figure 15.5 shows the radiation 
cross section (15.41) in the limit of complete screening, as well as the 
corresponding Bethe-Reitler result. Their proper quantum treatment 
involves a slowly varying factor which changes from unity at w = 0 to 
0.75 at w = Wmax, For cosmic-ray electrons and for electrons from most 
high-energy electron accelerators, the bremsstrahlung is in the complete 
screening limit. Thus the photon spectrum shows a typical (liw)-1 

behavior. 
The radiative energy loss was considered in the nonrelativistic limit in 

Section 15.2 and was found to be negligible compared to the energy loss 
by collisions. For ultrarelativistic particles, especially electrons, this is no 
longer true. The radiative energy loss is given approximately in the limit 
y ► 1 by 

dErad 16 Z2e2 (z2e2 ) 2J:yMc
3
/1i (bmax) -- ~ - N - -- In -- dw 

dx 3 c M c2 o bmin 
(15.43) 

where the argument of the logarithm depends on whether ro < ro8 or 
w > W 8• For negligible screening (w8 ~ Wmax) we find approximately 

dErad 16 N Z2e2 (z2e2
)

2 
• (, ) M 2 -- ~ - -- -- n Jl..y y C 

dx 3 nc Mc2 
(15.44) 
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For higher energies where complete screening occurs this is modified to 

(15.45) 

showing that eventually the radiative loss is proportional to the particle's 
energy. 

The comparison of radiative loss to collision loss now becomes 

l (,U92M) 
dErad 4 ( Zz2)· m n z½ m 
dEcou r-w 31r 137 M In Bq y 

(15.46) 

The value of y for which this ratio is unity depends on the particle and on 
Z. For electrons it is y ,_,, 200 for air and y ,_,, 20 for lead. At higher 
energies, the radiative energy loss is larger than the collision loss and for 
ultrarelativistic particles is the dominant loss mechanism. 

At energies where the radiative energy loss is dominant the complete 
screening result (15.45) holds. Then it is useful to introduce a unit of 
length X0, called the radiation length, which is the distance a particle travels 
while its energy falls to e-1 of its initial value. By conservation of energy, 
we may rewrite (15.45) as 

dE E 
-=--
dx X 0 

with solution, E(x) = Eoe-x/Xo (15.47) 

where the radiation length X0 is 

Xo = [16 N Z2e2 (z2e2
)

2 In (A1;2M) ]-1 

3 lie Mc2 z½m 
(15.48) 

For electrons, some representative values of X0 are 32 grn/cm2 (270 meters) 
in air at NTP, 19 gm/cm2 (7.2 cm) in aluminum, and 4.4 gm/cm2 (0.39 cm) 
in lead.* In studying the passage of cosmic-ray or man-made high-energy 
particles through matter, the radiation length X0 is a convenient unit to 
employ, since not only the radiative energy loss is governed by it, but also 
the production of negaton-positon pairs by the radiated photons, and so 
the whole development of the electronic cascade shower. 

* These numerical values differ by .....,20-30 per cent from those given by Rossi, p. 55, 
because he uses a more accurate coefficient of 4 instead of 16/3 and Z(Z + 1) instead of 
z 2 in (15.48). 
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15.5 Weizsacker-Williams Method of Virtual Quanta 

The emission of bremsstrahlung and other processes involving the 
electromagnetic interaction of relativistic particles can be viewed in a way 
that is very helpful in providing physical insight into the processes. This 
point of view is called the method of virtual quanta. It exploits the similarity 
between the fields of a rapidly moving charged particle and the fields of a 
pulse of radiation (see Section 11.10) and correlates the effects of the 
collision of the relativistic charged particle with some system with the 
corresponding effects produced by the interaction of radiation (the virtual 
quanta) with the same system. The method was developed independently 
by C. F. Weizsacker and E. J. Williams 'in 1934. 

In any given collision there are an "incident particle" and a "struck 
system." The perturbing fields of the incident particle are replaced by an 
equivalent pulse of radiation which is analyzed into a frequency spectrum 
of virtual quanta. Then the effects of the quanta (either scattering or 
absorption) on the struck system are calculated. In this way the charged­
particle interaction is correlated with the photon !nteraction. The table 
lists a few. typical correspondences and specifies the incident particle and 

Correspondences between charged particle interactions and photon interactions 

Incident Struck 
Particle Process Particle System Radiative Process bmin 

Bremsstrahlung in Nucleus Electron Scattering of virtual li/Mv 
electron (light (light photons of nuclear 
particle)-nucleus particle) Coulomb field by the 
collision electron (light particle) 

Collisional ioniza- Incident Atom Photoejection of atomic a 
tion of atoms (in particle electrons by virtual 
distant collisions) quanta 

Electron disintegra- Electron Nucleus Photodisin tegration 
tion of nuclei of nuclei by virtual 

Larger quanta of 

Production of pions Electron Nucleus Photoproduction of lt/ymv 
and in electron-nuclear pions by virtual 
R 

coUisions quanta interactions 
with nucleus 

struck system. From the table we see that the struck system is not always 
the target in the laboratory. For bremsstrahlung the struck system is the 
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Fig. 15.6 Relativistic charged particle passing the struck system S and the equivalent 
pulses of radiation. 

lighter of the two collision partners, since its radiation scattering power is 
greater. For bremsstrahlung in electron-electron collision it is necessary 
from symmetry to take the sum of two contributions where each electron 
in turn is the struck system at rest initially in some reference frame. 

The chief assumption in the method of virtual quanta is that the effects 
of the various frequency components of equivalent radiation add inco- .,, 
herently. This will be true provided the perturbing effect of the fields is 
small, and is related to our assumption in Section 15.2 that the struck 
particle moves only slightly during the collision. 

The spectrum of equivalent radiation for an incident particle of charge 
q, velocity v ~ c, passing a struck system Sat impact parameter b, can be 
found from the fields of Section 11.10: 

E (t) - yb 
I - q ( b2 + y2v2t2)?,' 

B2(t) = /JE1(t) (15.49) 

E (t) - - yvt 
3 - q (b2 2 2 2)¾ + y Vt 

For f3 ,_, 1 the fields Ei(t) and Bz(t) are completely equivalent to a pulse of 
plane polarized radiation P 1 incident on S in the x3 direction, as shown in 
Fig. 15.6. There is no magnetic field to accompany Ea(t) and so form a 
proper pulse of radiation P 2 incident along the x1 direction, as shown. 
Nevertheless, if the motion of the charged particles in S is nonrelativistic 
in this coordinate frame, we can add the necessary magnetic field to create 
the pulse P2 without affecting the physical problem because the particles 
in S respond only to electric forces. Even if the particles in Sare influenced 
by magnetic forces, the additional magnetic field implied by replacing E3(t) 
by the radiation pulse P2 is not important, since the pulse P2 will be seen 
to be of minor importance anyway. 
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From the discussion of Section 14.5, especially equations (14.51), (14.52), 
and (14.60), it is evident that the equivalent pulse P1 has a frequency 
spectrum (energy per unit area per unit frequency interval) /1(w, b) given 
by 

(15.50) 

where Ei(w) is the Fourier transform (14.54) of Ei(t) in (15.49). Similarly 
the pulse Pa has the frequency spectrum, 

(15.51) 

The Fourier integrals have already been calculated in Chapter 13 and are 
given by (13.29) and (13.30). The two frequency spectra are 

(15.52) 

We note that the intensity of the pulse P2 involves a factor ,,-2 and so is of 
little importance for ultrarelativistic particles. The shapes of these spectra 
are shown qualitatively in Fig. 15.7. The behavior is easily understood if 
one recalls that the fields of pulse P1 are bell-shaped in time with a width 
At,,_ b/yv. Thus the frequency spectrum will contain all frequencies up 
to a maximum of order Wmax'"" 1/At. On the other hand, the fields of 
pulse P2 are similar to one cycle of a sine wave of frequency ro ,-...; yv/b. 

I 
I 
I q2 2 1 t i----I-1----c---:---Io=~1r2J%) b2 

I 

l 
---- ~210 

'Y 

Fig, 15,7 Frequency spectra of the two equivalent pulses of radiation. 



[Sect. 15.5] Bremsstrahlung, Virtual Quanta, Radiative Beta Processes 523 

Consequently its spectrum will contain on]y a narrow range of frequencies 
centered around yv/b. 

In collision problems we must sum the frequency spectra (15.52) over 
the various possible impact parameters. Thls gives the energy per unit 
frequency interval present in the equivalent radiation field. As always in 
such problems we must specify a minimum impact parameter bm1n· The 
method of virtual quanta will be useful only if bmin can be so chosen that 
for impact parameters greater than bmtn the effects of the incident particle's 
fields can be represented accurately by the effects of equivalent pulses of 
radiation, while for small impact parameters the effects of the particle's 
fields can be neglected or taken into account by other means. Setting aside 
for the moment how we choose the proper value of bmin, we can write 
down the frequency spectrum integrated over possible impact parameters, 

J(w) = 21rf [I1(w, b) + Ilw, b)]b db 
bmin 

(15.53) 

where we have combined the contributions of pulses P1 and P2. This 
integral has already been done in Section 13.3, equation (13.35). The 
result is 

2 q2 (c) 2
[ v2 ] I(w) = - - - xK0(x)K1(x) - - 2 x2(K/(x) - K/(x)) 

'TT C V 2c 
(15.54) 

where 
wbmln 

x=-- (15.55) 
yv 

For low frequencies (ro <{ yv/bmin) the energy per unit frequency interval 
reduces to 

I(w) ,_, ~q2(~)2[1n (1.123yv) - v22] 
1T c V wbmin 2c 

(15.56) 

whereas for high frequencies (w ► yv/bm1n) the spectrum falls off 
exponentially as 

I( w) "' q2 (£) 2 (1 - v2 ) e - (2c:obm ln/yv) 

C V 2c2 
(15.57) 

Figure 15.8 shows an accurate plot of I(w) (15.54) for v !::::'. c, as well as the 
low~frequency approximation (15.56). We see that the energy spectrum 
consists predominantly of low-frequency quanta with a tail extending up to 
frequencies of the order of 2yv/bmin-
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Fig. 15.8 Frequency spectrum of virtual quanta for a relativistic particle, with the 
energy per unit frequency l(w) in units of q2/1rc and the frequency in units of yv/bm1.n• 
The number of virtual quanta per unit energy interval is obtained by dividing by f,'l-w. 

The number spectrum of virtual quanta N(nw) is obtained by using the 
relation, 

l(w) dw = nwN(hw) d(hw) (15.58) 

Thus the number of virtual quanta per unit energy interval in the low­
frequency limit is 

N(nw) '-' ~(q2) (~)2 _!_[10 (1.123yv) - v22] (15.59) 
tr li.c v liw wbmin . 2c 

The choice of minimum impact parameter bmin must be considered. In 
bremsstrahlung, bmin = Ii/ Mvt where M is the mass of the lighter particle, 
as discussed in Section 15.3. For collisional ionization of atoms, bmin ~ a, 
the atomic radius, closer impacts being treated as collisions between the 
incident particle and free electrons. In electron disintegration of nuclei or 
electron production of mesons from nuclei, bmrn = li/y Mv or bmrn = R, 
the nuclear radius, whichever is larger. The values are summarized in the 
table on p. 520. 
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15.6 Bremsstrahlung as the Scattering of Virtual Quanta 

The emission of bremsstrahlung in a coHision between an incident 
relativistic particle of charge ze and mass M and an atomic nucleus of 
charge Ze can be viewed as the scattering of the virtual quanta in the 
nuclear Coulomb field by the incident particle in the coordinate system K', 
where the incident particle is at rest. The spectrum of virtual quanta I( w') 
is given by (15.54) with q = Ze. The minimum impact parameter is li/Mv, 
so that the frequency spectrum extends up to ro' ~ yMc2/n. 

The virtual quanta are scattered by the incident particle (the struck 
system in K') according to the Thomson cross section (14.105) at low 
frequencies and the Klein-Nishina formula (14.106) at photon energies 
nro' ~ Mc2. Thus, in the frame K', for frequencies small compared to 
Mc2/li, the radiation cross section x'(w') is given by 

x1(w') ~ S1r(z2e2) 21(ro1) (15.60) 
3 Mc2 

Since the spectrum of virtual quanta extends up to yMc2/li, the approxi­
mation (15.56) can be used for l(w') in the region (o/ < Mc2/li). Thus the 
radiation cross section becomes 

, , 16 Z2e2 (z2e2
)

2
[ (lyMc2) ] x(w)~-~ - In........---½ 

3 c Mc2 liw' 
(15.61) 

where extreme relativistic motion (v ~ c) has been assumed. 
This is essentially the same cross section as (15.29), and can be trans­

formed to the laboratory in the same way as was done in Section 15.3. 
Equations (15.60) and (15.61), involving the Thomson cross section, are 
valid only for quanta in K' with frequencies ru' ~ Mc2/li. For frequencies 
ru' ~ Mc2/li, we must replace the constant Thomson cross section {14.105) 
with the quantum-mechanical Klein-Nishina formula (14.106), which falls 
off rapidly with increasing frequency. This shows that in K' the bremsstrah­
lung quanta are confined to a frequency range 0 < ro' " Mc2/n, even 
though the spectrum of virtual quanta in the nuclear Coulomb field 
extends to much higher frequencies. The restricted spectrum in K' is 
required physically by conservation of energy, since in the laboratory 
system where w = ym' the frequency spectrum is limited to O < w < 
(y M c2/ Ii). A detailed treatment using the angular distribution of scattering 
from the Klein-Nishina formula yields a bremsstrahlung cross section in 
complete agreement with the Bethe-Reitler formulas (Weizsacker, 1934). 

The effects of screening on the bremsstrahlung spectrum can be dis~ 
cussed in terms of the Weizsacker-Williams method. For a screened 
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Coulomb potential the spectrum of virtual quanta is modified from (15.56). 
The argument of the logarithm is changed to a constant, as was discussed 
in Section 15.4. 

Further applications of the method of virtual quanta to such problems 
as collisional ionization of atoms and electron disintegration of nuclei are 
deferred to the problems at the end of the chapter. 

15.7 Radiation Emitted during Beta Decay 

In the process of beta decay an unstable nucleus with atomic number Z 
transforms spontaneously into another nucleus of atomic number (Z ± 1) 
while emitting an electron (=i=e) and a neutrino. The process is written 
symbolically as 

Z-* (Z ± 1) + e=t + v (15.62) 

The energy released in the decay is shared almost entirely by the electron 
and the neutrino, with the recoiling nucleus getting a completely negligible 
share because of its very large mass. Even without knowledge of why or 
how beta decay takes place, we can anticipate that the sudden creation of a 
rapidly moving charged particle will be accompanied by the emission of 
radiation. As mentioned in the introduction, either we can think of the 
electron initially at rest and being accelerated violently during a short time 
interval to its final velocity, or we can imagine that its charge is suddenly 
turned on in the same short time interval. The heavy nucleus receives a 
negligible acceleration and so does not contribute to the radiation. 

For the purposes of calculation we can assume that at t == 0 an electron 
is created at the origin with a constant velocity v == c~. Then, according 
to (14.67), the intensity distribution in frequency and angle of the radiation 
emitted is 

di( W) e2w2 1La:, iw(t- u.r(t)) 2 -- = - n x (n x ~)e c dt 
dO. 41T2C 0 

(15.63) 

Since~ is constant~ the position of the electron is r(t) = c(3t, Then the 
intensity distribution is 

dl(w) e2ru2 fJ2 • 2 () 500 
fo>(t-p cos B)t dt a 

~ :;;: -- SIU e 
dQ 41r2c o 

(15.64) 

where 0 is measured from the direction of motion of the emerging electron. 
Thus the angular distribution is 

dl(w) = _i:_ /32 sin2 0 (l5.65) 
dO. 4rr2c (1 - {3 cos 0)2 
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Fig. 15.9 

while the total intensity per unit frequency interval is 

J(w) = e2[! ln (1 + ,8) - 2] 
1TC ,8 1 - P 

(15.66) 

For ,8 ~ 1, (15.66) reduces to J(w) ~ 2e2,82/31rc, showing that for low­
energy beta particles the radiated intensity is negligible. 

The intensity distribution (15.66) is a typical bremsstrahlung spectrum 
with number of photons per unit energy range given by 

e2 
( 1 ) [1 (1 + ,8) J N(liw) = -. - - - In -- - 2 

1rlic liw ,8 1 - ,8 
(15.67) 

It sometimes bears the name "inner bremsstrahlung" to distinguish it from 
bremsstrahlung emitted by the same beta particle in passing through 
matter. It appears that the spectrum extends to infinity, thereby violating 
conservation of energy. We can obtain qualitative agreement with con­
servation of energy by appealing to the uncertainty principle. Figure 15.9 
shows a qualitative sketch of the electron velocity as a function of time. 
Our calculation is based on a step function with the acceleration time -r 
vanishingly small. From the uncertainty principle, however, we know that 
for a given uncertainty in energy aE the uncertainty in time !:it cannot be 
smaller than !:it,-, t,/aE. In the act of creation of the beta particle, 
!l.E = E = ymc2, so that the acceleration time -r must be of the order of 
-r ,_,. f,/E. When this is transformed into frequency, the well-known 
arguments show that the frequency spectrum will not extend appreciably 
beyond Wmax ~ E/h, thereby satisfying the conservation of energy require­
ment at least qualitatively. 

The total energy radiated is approximately 

lromax e2 [1 (1 + P) ] Erad = l(w) dw ,-..., - -In --.:... - 2 E 
o 1rlic p 1 - p 

(15.68) 
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For very fast beta particles, the ratio of energy going into radiation to the 
particle energy is 

Erad r,..J 2 e2 [in (~) _ t] 
E 1T li.c mc2 

(15.69) 

This shows that the radiated energy is a very small fraction of the total 
energy released in beta decay, even for the most energetic beta processes 
(Emax ~ 30mc2). Nevertheless, the radiation can be observed, and pro­
vides useful information for nuclear physicists. 

In the actual beta process the energy release is shared by the electron 
and the neutrino so that the electron has a whole spectrum of energies up 
to some maximum. Then the radiation spectrum (15.66) must be averaged 
over the energy distribution of the beta particles. Furthermore, a quantum­
mechanical treatment leads to modifications near the upper end of the 
photon spectrum. These are important details for quantitative comparison 
with experiment. But the origins of the radiation and its semiquantitative 
description are given adequately by our classical calculation. 

15.8 Radiation Emitted in Orbital-Electron Capture-Disappearance of 
Charge and Magnetic Moment 

In beta emission the sudden creation of a fast electron gives rise to 
radiation. In orbital-electron capture the sudden disappearance of an 
electron does likewise. Orbital-electron capture is the process whereby an 
orbital electron around an unstable nucleus of atomic mimber Z is 
captured by the nucleus, transf arming it into another nucleus with atomic 
number (Z - 1 ), with the simultaneous emission of a neutrino which 
carries off the excess energy. The process can be written symbolically as 

(15.70) 

Since a virtually undetectable neutrino carries away the decay energy if 
there is no radiation, the spectrum of photons accompanying orbital 
electron capture is of great importance in yielding information about the 
energy release. 

As a simplified model we consider an electron moving in a circular 
atomic orbit of radius a with a constant angular velocity ro0. The orbit lies 
in the x-y plane, as shown in Fig. 15.10, with the nucleus at the center. The 
observation direction II is defined by the polar angle 8 and lies in the x-z 
plane. The velocity of the electron is 

v(t) = -e1.w0a sin (ro0t + a) + ~ruga cos (w0t + a) (15.71) 

where IX is an arbitrary phase angle. If the electron vanishes at t = 0, the 
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frequency spectrum of emitt~d radiation (14.67) is approximately 

dl(m) e2w2 Jo 2 -- = -- n x [n x v(t)]iQ)t dt 
dQ 4-n-2c3 - co 

(15.72) 

where we have assumed that (wa/c) < 1 (dipole approximation) and put 
the retardation factor equal to unity. The integral in (15.72) can be 
written 

(° dt = -w0a(E.Ll1 + E11 cos 012) 
"'-CO 

(15.73) 

where 
11 = f~

00 
cos(w0t + cx)eimt dt 

12 = f~
00

sin (w0t + oc)ei,,,tdt 

(15.74) 

and E J.' E11 are unit polarization vectors perpendicular and parallel to the 
plane containing n and the z axis. The integrals are elementary and lead 
to an intensity distribution, 

dl(w) _ e2w2 w02a2 

dQ - 41r2ca (w2 - Wo2)2 

x [(w2 cos2 oc + w02 sin2 0t) + cos2 0(w2 sin2 a.: + w02 cos2 0t)] (15.75) 

Since the electron can be captured from any position ~round the orbit, we 
average over the phase angle ot. Then the intensity distribution is 

dI(w) = _!_ (rooa)2 w2(w2 + roo2) ½(1 + cos2 0) (15.76) 
dQ 4?T2c c (w2 - w02) 2 

The total energy radiated per unit frequency interval is 

2 e2(woa)2[w2(wo2 + w2)] I(m) = -- -
31r c c (m2 - OJ02)2 

(15.77) 
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Fig. 15.11 Spectrum of photons emitted in orbital electron capture because of dis­
appearance of the charge of the electron. 

while the number of photons per unit energy interval is 

N(nw) = 2-(~) (ruoa)2[w2(ruo2 + ru2)]_l 
37T nc C (w2 - Wo2)2 /iw 

(15.78) 

For w ► w0 the square-bracketed quantity approaches unity. Then 
the spectrum is a typical bremsstrahlung spectrum. But for w ~ w0 the 
intensity is very large (infinite in our approximation). The behavior of the 
photon spectrum is shown in Fig. 15.11. The singularity at w = w0 may 
seem alarming, but it is really quite natural and expected. If the electron 
were to keep orbiting forever, the radiation spectrum would be a sharp line 
at w = w0• The sudden termination of the periodic motion produces a 
broadening of the spectrum in the neighborhood of the characteristic 
frequency. 

Quantum mechanically the radiation arises when an / = 1 electron 
(mainly from the 2p orbit) makes a virtual radiative transition to an / = 0 
state, from which it can be absorbed by the nucleus. Thus the frequency 
w0 must be identified with the frequency of the characteristic 2p-+ ls 
X-ray, nw0 ,_, (3Z2e2/8Clr)). Similarly the orbitradiusisactuallyatransitional 
dipole moment. With the estimate a ~ a0/Z, where a0 is the Bohr radius, 
the photon spectrum (15.78) is 

(15.79) 
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The essential characteristics of this spectrum are its strong peaking at the 
X-ray energy and its dependence on atomic number as Z 2• 

So far we have considered the radiation which accompanies the disap­
pearance of the charge of an orbital electron in the electron-capture 
process. An electron possesses a magnetic moment as well as a charge. 
The disappearance of the magnetic moment also gives rise to radiation, 
but with a spectrum of quite different character. The intensity distribution 
in angle and frequency for a point magnetic moment in motion is given by 
(14.74). The electronic magnetic moment can be treated as a constant 
vector in space until its disappearance at t = 0. Then, in the dipole 
approximation, the appropriate intensity distribution is 

This gives 

dl(w) w4 fo io>t at 2 _.;__ = -- D X IJ.e 
dO. 4rr2c3 - co 

di( w) w2 2 . z ,.,, 
--=--µ sm ~ 

dO 4n-2cs 

where 0 is the angle betweenµ. and the observation direction n. 

(15.80) 

(15.81) 

In a semic1assical sense the electronic magnetic moment can be thought 
of as having a magnitude µ = V3(eli/2mc), but being observed only 
through its projectionµ,_ = ±(eli/2mc) on an arbitrary axis. The moment 
can be thought of as precessing around the axis at an angle oc = tan-1 V2, 
so that on the average only the component of the moment along the axis 
survives. It is easy to show that on averaging over this precession sin2 0 
in (15.81) becomes equal to its average value of i, independent of obs~r­
vation direction. Thus the angular and frequency spectrum becomes 

d/(ro) = L(nro)2 

dQ 8-n-2c mc2 
(15.82) 

The total energy radiated per unit frequency interval is 

e2 ( Jiw)2 J(ru)=- -
21rc mc2 

(15.83) 

while the corresponding number of photons per unit energy interval is 

N(nw) = ___!__ liw 
2nlic (mc2) 2 

(15.84) 

These spectra are very different in their frequency dependence from a 
bremsstrahlung spectrum. They increase with increasing frequency, 
apparently without limit. Of course, we have been forewarned that our 
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classical results are valid only in the low-frequency limit. We can imagine 
that some sort of uncertainty-principle argument such as was used in 
Section 15.7 for radiative beta decay holds here and that conservation of 
energy, at least, is guaranteed. Actually, modifications arise because a 
neutrino is always emitted in the electron-capture process. The probability 
of emission of the neutrino can be shown to depend on the square of its 
energy£,.. When no photon is emitted, the neutrino has the full decay 
energy E,, = E0• But when a photon of energy liw accompanies it, the 
neutrino's energy is reduced to E,,' = £ 0 - liw. Then the probability of 
neutrino emission is reduced by a factor, 

(15.85) 

This means that our classical spectra (15.83) and (15.84) must be corrected 
by multiplication with ( 15.85) to take into account the kinematics of the 
neutrino emission. The modified classical photon spectrum is 

N(hw) = _i:_ Jiw (1 - /iw)2 

27rlic (mc2)2 E0 
(15.86) 

This is essentially the correct quantum-mechanical result. A comparison 
of the corrected distribution (15.86) and the classical one (15.84) is shown 
in Fig. 15.12. Evidently the neutrino-emission probability is crucial in 
obtaining the proper behavior of the photon energy spectrum. For the 
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Fig. 15.12 Spectrum of photons emitted in orbital electron capture because of dis­
appearance of the magnetic moment of the electron. 
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Fig. 15.13 Typical photon spectrum for radiative orbital electron capture with energy 
release £ 0 , showing the contributions from the disappearance of the electronic charge 

and magnetic moment. 

customary bremsstrahlung spectra such correction factors are less im­
portant because the bulk of the radiation is emitted in photons with 
energies much smaller than the maximum a1lowable value. 

The total radiation emitted in orbital electron capture is the sum of the 
contributions from the disappearance of the electric charge and of the 
magnetic moment. From the different behaviors of (15.79) and (15.86) we 
see that the upper end of the spectrum will be dominated by the magnetic­
moment contribution, unless the energy release is very small, whereas the 
lower end of the spectrum will be dominated by the electric-charge term, 
especially for high Z. Figure 15.13 shows a typical combined spectrum 
for Z .-; 20-30. Observations on a number of nuclei confirm the general 
features of the spectra and allow determination of the energy release 
Eo, 
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Siegbahn, Chapter XX (llI} by C. S. Wu. 

PROBLEMS 

1S.1 A nonrelativistic particle of charge e and mass m collides with a fixed, 
smooth, hard sphere of radius R. Assuming that the collision is elastic, 
show that in the dipole approximation (neglecting retardation effects) the 
classical differential cross section for the emission of photons per unit 
solid angle per unit energy interval is 

d 2a _ R2 e2 (v)2 1 . 2 
dO. d(liw) - 121r lie ; nw (l + 3 sm B) 

where () is measured relative to the incident direction. Sketch the angular 
distribution. Integrate over angles to get the total bremsstrahlung cross 
section. Qualitatively what factor (or factors) govern the upper limit to 
the frequency spectrum? 

1S.2 Two particles with charges q1 and q2 and masses m1 and m2 collide under the 
action of electromagnetic (and perhaps other) forces. Consider the angular 
and frequency distributions of the radiation emitted in the collision. 

(a) Show that for nonrelativistic motion the energy radiated per unit 
solid angle per unit frequency interval in the center of mass coordinate 
system is given by 

dl(ro, 0) µ 2 

dO. - 411'2c3 

X f e-ic:otx X D (q1 ei(w/c)(µ/m1)D•X(t) _ q2 e-i(w/c)(µ/m2)D•x(t)) dt t 
m1 m2 

where x = (x1 - x2) is the relative coordinate, n is a unit vector in the 
direction of observation, and µ = m1m2/(m1 + m9) is the reduced mass. 

(b) By expanding the retardation factors show that, if the two particles 
have the same charge to mass ratio (e.g., a deuteron and an alpha particle), 
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the leading (dipole) term vanishes and the next-order term gives 

dl(w, 0) = ~ (q1µ2 q2µ2)2 l I -iwt( • )(.. ') d 2 
d ["\ 4 2 _,. 2 + 2 e n x x x n t 

u 7T c..- m1 m2 

(c) Relate result (b) to the multipole expansion of Sections 9.1-9.3. 
15.3 Two identical point particles of charge q and mass m interact by means of 

a short-range repulsive interaction which is equivalent to a hard sphere of 
radius R in their relative separation. Neglecting the electromagnetic inter­
action between the two particles~ determine the radiation cross section in the 
center of mass system for a collision between these identical particles to the 
lowest nonvanishing approximation. Show that the differential cross section 
for emission of photons per unit solid angle per unit energy interval is 

d(::,; dfl = !(!) ~(:c)'/iw[I + -f,,P,(cos 0) - f;;P.(cos O)] 

where 8 is measured relative to the incident direction. Compare this result 
with that of Problem 15.1 as to frequency dependence, relative magnitude, 
etc. 

15.4 A particle of charge ze, mass m, and nonrelativistic velocity vis deflected in 
a screened Coulomb field, V(r) = zze2e-a.1/r, and consequently emits 
radiation. Discuss the radiation with the approximation that the particle 
moves in a straight-line trajectory past the force center. 

(a) Show that, if the impact parameter is b, the energy radiated per unit 
frequency interval is 

8 z2e2 (z2e2)2 (c)2 
l(w, b)' = - - - - a.2Ki2(r:x.b) 

3?T c mc2 r,, 

for ro ~ v/b, and negligible for w ► v/b. 
(b) Show that the radiation cross section is 

x(w),...., 16Z2e2(z2~)2(:)2[x2(Ko2(x) - K12(x) + 2Ko{x)K1(x))]::i:2 
3 c me v 2 x Xi 

where X1 = a.bmin, X2 = a.bmax. 

(c) With bmin = li/mv, bma.x = v/w, and a.-1 = 1.4ao,Z-½, determine the 
radiation cross section in the two limits, x 2 ~ 1 and x 2 ► 1. Compare your 
results with the "screening" and "no screening" limits of the text. 

15.5 A particle of charge ze, mass m, and velocity v is deflected in a hyperbolic 
path by a fixed repulsive Coulomb potential, V(r) = Zze2/r. In the non­
relativistic dipole approximation (but with no further approximations), 

(a) show that the energy radiated per unit frequency interval by the 
particle when initially incident at impact parameter b is: 

8 (zeaw)2 ( [ , (W£) ]2 
E'2 _ I [ (we) ]2

) I(w, b) = 371' ~ e-(1rwfwo) Kiw/<no Wo + E'2 Kiw/Wo _wo 

(b) show that the radiation cross section is: 
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(c) Prove that the radiation cross section reduces to that obtained in the 
text for classical bremsstrahlung for ro ~ ro0 . What is the limiting form 
for ru ;> w0 ? 

(d') What modifications occur for an attractive Coulomb interaction? 
The hyperbolic path may be described by 

x = a(£ + cosh ,;), y = -b sinh,;, ro0t = (,; + e sinh ,;) 

where a = Zzil-Jmv2 , E = VI + (b/a)2, ru0 = v/a. 
15.6 Using the method of virtual quanta, discuss the relationship between the 

cross section for photodisintegration of a nuc]eus and electrondisintegration 
of a nucleus. 

(a) Show that, for electrons of energy E = ymi" ► mt!-, the electron­
disintegration cross section is approximately: 

2 e2 f.Etri (krmil) dw 
l1ei(E) ~ - -Ii O'photo( ro) 1n Ii -

'1T C WT (J) 0) 

where /iru'.J' is th.e threshold energy for the process. 
(h) Assuming that O'photo(ru) has the resonance shape: 

A e2 r 
apboto(ro) ~ 211 Mc (w - wJ2 + (r/2)'1. 

where the width r is small compared to (w0 - rop), sketch the behavior of 
O'e1(E) as a function of E and show that for E ► ftw0 , 

a i(E) ,_, ~ (e'fJ.) Ae~ __!_ In ( kE'- ) 
e - '1T lie Mc ru0 mc2/iw0 

(c) Discuss the experimental comparison between activities produced by 
bremsstrahlung spectra and monoenergetic electrons as presented by 
Brown and Wilson, Phys. Rev., 93,443 (1954), and show that the quantity 
defined as Fexp(Z, E) has the approximate value Sw/3 at high energies if the 
Weizsicker-Williams spectrwn is used to describe both processes and the 
photodisintegration cross section has a resonance shape. 

15.7 A fast particle of charge ze, mass M, velocity v, collides with a hydrogen-like 
atom with one electron of charge -e, mass m, bound to a nuclear center of 
charge Ze. The collisions can be divided into two kinds: close collisions 
where the particle passes through the atom (b < d), and distant collisions 
where the particle passes by outside the atom (b > d). The atomic "radius" 
d can be taken as a0/Z. For the close collisions the interaction of the 
incident particle and the electron can be treated as a two-body collision and 
the energy transfer calculated from the Rutherford cross section. For the 
distant collisions the excitation and ionization of the atom can be considered 
the result of the photoelectric effect by the virtual quanta of the incident 
particle's fields. 

For 6implicity asmnne that for photon energies Q greater than the 
ionization potential I the photoelectric cross section is 

8-n-2 (ao \2( J)a 
dy(Q) = 137 z) Q 
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(This obeys the empirical Z 4A3 law for X-ray absorption and has a coefficient 
adjusted to satisfy the dipole sum rule, J o-y(Q) dQ = 21r2e2/i/mc.) 

(a) Calculate the cross sections for energy transfer Q for close and 
distant collisions (write them as functions of Q/I as far as possible and in 
units of 21rz2e4/mv'-I2). Plot the two distributions for Q/I > 1 for non­
relativistic motion of the incident particle and ½mv2 = 103/. 

(b) Show that the number of distant collisions is much larger than the 
number of close collisions, but that the energy transfer per collision is 
much smaller. Show that the energy loss is divided approximately equally 
between the two kinds of collisions, and verify that your total energy loss 
is in essential agreement with Bethe's result (13.44). 

15.8 In the decay of a pi meson at rest a mu meson and a neutrino are created. 
The total kinetic energy available is (m1T - mµ)c2 = 34 Mev. The mu 
meson has a kinetic energy of 4.1 Mev. Determine the number of quanta 
emitted per unit energy interval because of the sudden creation of the 
moving mu meson. Assuming that the photons are emitted perpendicular 
to the direction of motion of the mu meson (actually it is a sin2 (} distribu­
tion), show that the maximum photon energy is 17 Mev. Find how many 
quanta are emitted with energies greater than one-tenth of the maximum, 
and compare your result with the observed ratio of radiative pi-mu decays. 
[W. F. Fry, Phys. Rev., 86, 418 (1952); H. Prim.akoff, Phys. Rev., 84, 1255 
(1951).] 

15.9 In internal conversion, the nucleus makes a transition from one state to 
another and an orbital electron is ejected. The electron has a kinetic energy 
equal to the transition energy minus its binding energy. For a conversion 
line of 1 Mev determine the number of quanta emitted per unit energy 
because of the sudden ejection of the electron. What fraction of the electrons 
will have energies less than 99 per cent of the total energy? Will this 
low-energy tail on the conversion line be experimentally observable? 



16 

Multipole Fields 

In Chapters 3 and 4 on electrostatics the spherical harmonic 
expansion of the scalar potential was used extensively for problems 
possessing some symmetry property with respect to an origin of coordinates. 
Not only was it useful in handling boundary-value problems in spherical 
coordinates, but with a source present it provided a systematic way of 
expanding the potential in terms of multipole moments of the charge 
density. For time-varying electromagnetic fields the scalar spherical 
harmonic expansion can be generalized to an expansion in vector spherical 
waves. These vector spherical waves are convenient for electromagnetic 
boundary-value problems possessing spherical symmetry properties and for 
the discussion of multipole radiation from a localized source distribution. 
In Chapter 9 we have already considered the simplest radiating multipole 
systems. In the present chapter we present a systematic development. 

16.1 Basic Spherical Wave Solutions of the Scalar Wave Equation 

As a prelude to the vector spherical wave problem, we consider the 
scalar wave equation. A scalar field w(x, t) satisfying the source-free 
wave equation, 

(16.1) 

can be Fourier-analyzed in time as 

VJ(x, t) = J_cx:a) w(x, w)e-irot dw (16.2) 

with each Fourier component satisfying the Helmholtz wave equation, 

(V2 + k2)1jJ(X, ro) = 0 
538 

(16.3) 
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with k 2 = w2/c2. For problems possessing symmetry properties about 
some origin it is convenient to have fundamental solutions appropriate to 
spherical coordinates. The representation of the Laplacian operator in 
spherical coordinates is given in equation (3.1). The separation of the 
angular and radial variables follows the well-known expansion, 

(16.4) 
Lm 

where the spherical harmonics Yim are defined by (3.53). The radial 
functions fi(r) satisfy the radial equation, 

[_!!: + ~ _!! + k2 - l(l + l)]fz(r) = 0 
dr2 r dr r2 

With the substitution, 

equation (16.5) is transformed into 

[_!!: + ~ .!! + k2 - (I+ U2]ui(r) = 0 
dr2 r dr r2 

This equation is just Bessel's equation (3. 75) with P = l + ½­
solutions for fz(r) are 

1 
fz(r) ~ ½ li+½(kr), 

r 

(16.5) 

(16.6) 

(16.7) 

Thus the 

(16.8) 

It is customary to define spherical Bessel and Hankel functions, denoted 
by ji(x), ni(x), hi1•2>(x), as follows: 

j,(_x) = (;,J\+½Cx) 

n,(x) = trN,+½Cx) (16.9) 

h(1•2l(x) = c:r [Jl+½(x) ± iNl+½(x)] 

For real x, hf>(x) is the complex conjugate of hP'(x). From the series 
expansions (3.82) and (3.83) one can show that 

(16.10) 
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For the first few values of l the explicit forms are: 

. ( ) sin x lox=-, 
X 

cosx 
n0(x) = --- , 

X 

. ( ) sin x cos x ( ) cos x sin x 
JiX =----, n1X =-----

x2 X x2 X 

hi1>(x) = - e:~ ( 1 + ;) 

( 3 1) . 3 cos x ( 3 1) sin x j 2(x)= --- smx---, nlx)= - --- cosx-3-
x3 x x2 x3 x x2 

iefa ( 3i 3) h~1>( x) = - 1 + - - -
X· X x2 

(16.11) 

From the asymptotic forms (3.89)-(3.91) it is evident that the small 
argument limits are 

xi 

ji(x) ~ (2l + 1) ! ! 

( ) (21 - 1) ! ! n X ~ - ...a..----------
i l+I 

X 

(16.12) 

where (2[ + l)! ! = (2/ + 1)(2/ - 1)(2/ - 3) • • • (5) • (3) • (1). Similarly 
the large argument limits are 

X ► I 

• ( ) 1 • ( l1r) Ji x ~ ; sm x - 2 

1 ( hr) ni(x)----> - ; cos x - 2 (16.13) 

The spherical Bessel functions satisfy the recursion formulas, 

(16.14) 
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where zi(x) is any one of the functions Ji(x), n1(x), hi1>(x), hf>(x). The 
Wronskians o,f the various pairs are 

W(J' n) - ! W(1· h<1l) - -W(n h<1>) - _! i, l - . 1, l - z, l - 2 
I X 

(16.15) 

The general solution of (I 6.3) in spherical coordinates can be written 

(16.16) 
l,m 

where the coefficients A}!l and Ai;! will be determined by the boundary 
conditions. 

For reference purposes we present the spherical wave expansion for the 
outgoing wave Green's function G(x, x'), which is appropriate to the 
equation, 

(V2 + k2)G(x, x') = -(5(x - x') (16.17) 

in the infinite domain. The closed form for this Green's function, as was 
shown in Chapter 9, is 

iklx-x'I e 
G(x x') =---

' 41rlx - x'I 
(16.18) 

The spherical wave expansion for G(x, x') can be obtained in exactly the 
same way as was done in Sections 3.8 and 3.10 for Poisson's equation 
[see especially equation (3.117) and below, and (3.138) and below]. An 
expansion of the form, 

G(x, x') = L gz(r, r')Yz:i(0', </,')Yim(0, </,) (16.19) 
i.m 

substituted into (16.17) leads to an equation for gi(r, r') = 

(16.20) 

The solution which satisfies the boundary conditions of finiteness at the 
origin and outgoing waves at infinity is 

(16.21) 

The correct discontinuity in slope is assured if A = ik. Thus the expansion 
of the Green's function is 
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Our emphasis so far has been on the radial functions appropriate to 
the scalar wave equation. We now re-examine the angular functions in 
order to introduce some concepts of use in considering the vector wave 
equation. The basic angular functions are the spherical harmonics 
Yim(0, if>) (3.53), which are solutions of the equation, 

[ 1 a (. a) 1 a2] - -.-- sm 0- + ~-2 Yim= l(l + l)Y,m (16.23) 
sm 0 aO o0 Sill 0 a if> 

As is well known in quantum mechanics, this equation can be written_ in 
the form: 

The differential operator L2 = L:.e2 + £ 112 + L/, where 

1 
L =: (r x V) 

l 

is the orbital angular-momentum operator of wave mechanics. 

(16.24) 

(16.25) 

The components of L can be written conveniently in the combinations, 

(16.26) 

We note that L operates only on angular variables and is independent of r. 
From definition (16.25) it is evident that 

(16.27) 

holds as an operator equation. From the explicit forms (16.26) it is easy 
to verify that L2 is equal to the operator on the left side of (16.23). 

From the explicit forms (16.26) and recursion relations for Yzm the 
foil owing useful relations can be established: 

L+Ylm = V(l - m)(l + m + l)Yl,m+l 

L_Yim = V(l + m)(/ - m + l)Yz,m-l (16.28) 



[Sect. 16.2] M ultipole Fields 543 

Finally we note the following operator equations concerning the com­
mutation properties of L, £ 2, and V2 : 

where 

L2L = LL2 

L x L = iL 

LjV2 = V2L1 

1 a2 IJ V2 = - -(r) - -
r or2 r2 

16,2 Multipole Expansion of the Electromagnetic Fields 

In a source-free region Maxwelrs equations are 

V )( E = - ! oB ' V )( B = ! aE } 
cot cot 

V • E = 0, V • B = 0 

(16.29) 

(16.30) 

(16.31) 

With the assumption of a time dependence, e-iwt, these equations become 

V x E = ikB, 

V, E = 0, 

V )( B = - ikE l 
V 0 B=O 

(16.32) 

If E is eliminated between the two curl equations, we obtain the following 
equations, 

(V2 + k2)B = 0, V • B = 01 
and the defining relation, 

E=~VxB J 

Alternatively B can be eliminated to yield 

plus 
-i B=-V xE 
k 

(16.33) 

(16.34) 

Either (16.33) or (16.34) is a set of three equations which is equivalent to 
Maxwell's equations (16.32). 

We now wish to determine multipole solutions for E and B. From 
(16.33) it is evident that each rectangular component of B satisfies the 
Helmholtz wave equation (16.3). Hence each component of B can be 
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represented by the general solution (16.16). These can be combined to 
yield the vectorial result: 

B = I [Ai~h~1>(kr) + Ai~hf2>(kr)Jl'im(O, cf,) (16.35) 

where Azrn are arbitrary constant vectors. 
The coefficients Aim in (16.35) are not completely arbitrary. The 

divergence condition V • B = 0 must be satisfied. Since the radial 
functions are linearly independent, the condition V • B = 0 must hold for 
the two sets of terms in (16.35) separately. Thus we require the coefficients 
Azm to be so chosen that 

(16.36) 
l,m 

The gradient operator can be written in the form: 

r o i V=----r xL 
r or r2 

(16.37) 

where Lis the operator (16.25). When this is applied in (16.36), we obtain 
the requirement, 

, [ohi , ihi , ] 
r• ~ or~ AzmYlm --;:-L X ~ AimYim = 0 (16.38) 

I m m 

From recursion formulas (16.14) it is evident that in general the coefficients 
Aim for a given l will be coupled with those for l' = l ± 1. This will 
happen unless the (21 + 1) vector coefficients for each / value are such that 

(16.39) 
m 

For this special circumstance, the second term in (16.38) shows that the 
final condition on the coefficients is 

r • (L X I Aim Yim) = 0 (16.40) 
m 

The assumption (16.39) that the field is transverse to the radius vector, 
together with (16.40), is sufficient to determine a unique set of vector 
angular functions of order/, one for each m value. These can be found in 
a straightforward manner from (16.39) and (16.40), and the properties of 
the Yim's. But it is expedient, and not too damaging at this point, to 
observe that the appropriate angular solution is 

I Alm'Yzm' = ! azmLYim (16.41) 
m' m 

From {16.27) it is clear that the transversality condition (16.39) is satisfied. 
Similarly, from the second commutation relation in (16.29) and (16.27), 
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the final condition (16.40) is obeyed. That the functions [.fz(r)I. Y,ml 
satisfy the wave equation (16.3) follows from the last commutation 
relation in (16.29). 

By assumption (I 6.39) we have found a special set of electromagnetic 
multipole fields, 

where 

Dim = {i(kr)LYim(0, </,)} 

E,m = -V X B,m 
k 

(16.42) 

(16.43) 

Any linear combination of these fields, summed over / and m, satisfies the 
set of equations (16.33). They have the characteristic that the magnetic 
induction is perpendicular to the radius vector ( r • Bzm = 0). They 
therefore do not represent a general solution to equations (16.33). They 
are, in fact, the spherical equivalent of the transverse magnetic (TM), or 
electric, cylindrical fields of Chapter 8. 

If we had started with the set of equations (16.34) instead of (16.33), we 
would have obtained an alternative set of multipole fields in which E is 
transverse to the radius vector: 

Eim = fi(~r)LYim(0, ef,)} 
-i 

B,m = -V X E,m 
k 

(16.44) 

These are the spherical wave analogs of the transverse electric (TE), or 
magnetic, cylindrical fields of Chapter 8. 

Just as for the cylindrical wave-guide case, the two sets of multipole 
fields (16.42) and (16.44) can be shown to form a complete set of vector 
solutions to Maxwell's equations. The terminology electric and magnetic 
multipole fields will be used, rather than TM and TE, since the sources of 
each type of field will be seen to be the electric•charge density and the 
magnetic-moment density, respectively. Since the vector spherical 
harmonic, L Yzm, plays an important role, it is convenient to introduce the 
normalized form,* 

(16.45) 

with the orthogonality property, 

f X~m' • Xzm dQ = bu,bmm' (16.46) 

* X1m is defined to be identically zero for / = 0. Spherically symmetric solutions to 
the source-free Maxwell's equations exist only in the static ]jmit k-+ 0. 



546 Classical Electrodynamics 

By combining the two types of fields we can write the general solution to 
Maxwell's equations (16.32): 

B = 2 [ aE(l, m)fi(kr)Xim - i aM(l, m)V X gi(kr)Xim] 
l,m 

E = 2 [~ a]?(_l, m)V x fz(kr)Xzm + aM(l, m)gi(kr)X,m] 

(16.47) 

l,m 

where the coefficients aE(l, m) and a~v(l, m) specify the amounts of electric 
(!, m) multipole and magnetic(/, m) multipole fields. The radial functions 
J,,(kr) and gi(kr) are of form (16.43). The coefficients a]?(_l, m) and a M(l, m), 
as well as the relative proportions in (16.43), will be determined by the 
sources and boundary conditions. 

16.3 Properties of Multipole Fields; Energy and Angular Momentum 
of Multipole Radiation 

Before considering the connection between the general solution (16.47) 
and a localized source distribution, we examine the properties of the 
individual multipole fields (16.42) and (16.44). In the near zone (kr <{ l) 
the radial function.fi(kr) is proportional to nz, given by (16.12), unless its 
coefficient vanishes identically. Excluding this possibility, the limiting 
behavior of the magnetic induction for an electric(/, m) multipole is 

(16.48) 

where the proportionality coefficient is chosen for later convenience. To 
find the electric field we must take the curl of the right-hand side. A 
useful operator identity is 

iV x L = rV2 - v(1 + r :J (16.49) 

The electric field (16.42) is 

E,m---,. Ii V x L (~'.;_",) (16.50) 

Since ( Yzm/r'+1) is a solution of Laplace's equation, the first term in 
(16.49) vanishes. The second term merely gives a factor/. Consequently 
the electric field at close distances for an electric (/, m) multipole is 

(16.51) 
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This is exactly the electrostatic multipole field of Section 4.1. We note 
that the magnetic induction Bim is smaller in magnitude than Eim by a 
factor kr. Hence, in the near zone, the magnetic induction of an electric 
multipole is always much sma1ler than the electric field. For the magnetic 
multipole fields (16.44) evidently the roles of E and B are interchanged 
according to the transformation, 

(16.52) 

In the far or radiation zone (kr ► 1) the multipole fields depend on the 
boundary conditions imposed. For definiteness we consider the example 
of outgoing waves, appropriate to radiation by a localized source. Then 
the radial function fi(kr) is proportional to the spherical Hankel function 
hf1>(kr). From the asymptotic form (16.13) we see that in the radiation 
zone the magnetic induction for an electric (/, m) multipole goes as 

ikr 

Blm-+ (-iY+l ~ LYim 
kr 

Then the electric field can be written 

( - ii [ (eikr) ikr ] 
Elm= k2 V---; X LYim + -;V X LYzm 

(16.53) 

(16.54) 

Since we have already used the asymptotic form of the spherical Hankel 
function, we are not justified in keeping higher powers in (1/r) than the 
first. With this restriction and use of the identity (16.49) we find 

E = -(-i)i+l e1kr[n x LY. - ! (rv'2 - V)Y, ] (16.55) 
lm kr lm k im 

where n = (r/r) is a unit vector in the radial direction. The second term is 
evidently 1/kr times some dimensionless function of angles and can be 
omitted in the limit kr ► 1. Then we find that the electric field in the 
radiation zone is 

(16.56) 

where Bim is given by (16.53). These fields are typical radiation fields, 
transverse to the radius vector and falling off as r~1. For magnetic multi­
poles we merely make the interchanges (16.52). 

The multipole fields of a radiating source can be used to calculate the 
energy and angular momentum carried off by the radiation. For definite­
ness we consider an electric(/, m) multipole and, following (16.47), write 
the fields as 

B,m - ~E(I, m)h,"1(kr)X,m,-,~,} 

Eim - V X Blm 
k 

(16.57) 
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For harmonically varying fields the time-averaged energy density is 

1 
u = - (E • E* + B • B*) (16.58) 

l61r 

In the radiation zone the two terms are equal. Consequently the energy 
in a spherical shell between r and (r + dr )(for kr ~ 1) is 

dU = la~~' m)l 2lh/1)(kr)l2r2 dr f X~m • Xim dO. (16.59) 

With the orthogonality integral (16.46) and the asymptotic form (16.13) of 
the spherical Hankel function, this becomes 

dU = laE(l, m)l 2 (l6.60) 
dr 81rk2 

independent of the radius. Fot a magnetic (/, m) multipole we merely 
replace a E(l, m) by a JJ, m ). 

The time-averaged angular-momentum density is 

m = -1- Re [r x (E x B*)] (16.61) 
81rc 

The triple cross product can be expanded and the electric field (16.57) 
substituted to yield, for electric multipoles, 

m = _l_ Re [B*(L • B)] (16.62) 
81rw 

Then the angular momentum in a spherical shell between r and (r + dr) is 

dM = la~~:)l 2 lh ?>(kr)l2r2 dr f Re [X~mL • Xzm] dO. (16.63) 

With the explicit form (16.45) for Xim, (16.63) becomes in the radiation 
zone 

dM = laE<J, m)l2f Re [Y.*LY. ] dO. (16.64) 
dr 81rwk2 lm lm 

From the properties of L Yim listed in (16.28) and the orthogonality of the 
spherical harmonics we see that on1y the z-component of dM exists. It 
has the value, 

dMz m laE(l, m)l2 
--=-----
dr w 81rk2 

(16.65) 

Comparison with the energy radiated (16.60) shows that the ratio of 
z component of angular momentum to energy is 

Mz m mli 
-=-=-u w liw 

(16.66) 
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This has the obvious quantum interpretation that the radiation from a 
multipole of order(/, m) carries off mn units of z component of angular 
momentum per photon of energy ftw. In further analogy with quantum 
mechanics we would expect the ratio of the magnitude of the angular 
momentum to the energy to have the value, 

Jl(l+l) 

But from (16.64) and (16.65) the classical result is 

Af(c) IMzl !ml 
--=--=-
u u w 

w 
(16.67) 

(16.68) 

The reason for this difference lies in the quantum nature of the electro­
magnetic fields for a single photon. If the z component of angular momen­
tum of a single photon is known precisely, the uncertainty principle 
requires that the other components be uncertain, with mean square values 
such that (16.67) holds. On the other hand, for a state of the radiation 
field containing many photons (the classical limit) the mean square values 
of the transverse components of angular momentum can be made negligible 
compared to the square of the z component. Then the classical limit 
(I 6.68) a pp lies.* 

The quantum-mechanical interpretation of the radiated angular 
momentum per photon for multipole fields contains the selection rules for 
multipole transitions between quantum states. A multipole transition of 
order(/, m) will connect an initial quantum state specified by total angular 
momentum J and z component M to a final quantum state with J' in the 
range jJ - II < J' < J + l and M' = M - m. Or, alternatively, with 
two states (J, M) and (J', M'), possible multipole transitions have (/, m) 
such that IJ - J'I < l < J + J' and m = M - M'. 

To complete the quantum-mechanical specification of a multipoJe 
transition it is necessary to state whether the parities of the initial and 
final states are the same or different. The parity of the initial state is equal 
to the product of the parities of the final state and the multipolc field. To 
determine the parity of a multipole field we merely examine the behavior 
of the magnetic induction B,m under the parity transformation of inversion 
through the origin (r--► -r). One way of seeing that B1m specifies 
the parity of a multi pole field is to recall that the interaction of a charged 
particle and the electromagnetic field is proportional to (v • A). If Blm has 

*Fora detailed discussion of this point, see C. Morette De Witt and J. H. D. Jensen, 
Z. Naturforsch., 8a, 267 (1953). They show that for a multipole field containing N 
photons the square of the angular momentum is equal to [N2m2 + N/(1 + 1) - m!}fr2• 
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a certain parity (even or odd) for a multipole transition, then the corre­
sponding Aim will have the opposite parity, since the curl operation changes 
parity. Then, because v is a polar vector with odd parity, the states 
connected by the interaction operator (v • A) will differ in parity by the 
parity of the magnetic induction Dlm· 

For electric multipoles the magnetic induction is given by (16.57). The 
parity transformation (r ~ -r) is equivalent to (r ~ r, fJ ~ TT - f:J, 
q, --+- <I, + TT) in spherical coordinates. The operator L is invariant under 
inversion. Consequently the parity properties of Dim for electric multipoles 
are specified by the transformation of Yim((}, cf,). From (3.53) and (3.50) it 
is evident that the parity of Yim is ( -1 )l. Thus we see that the parity of 
fields of an electric multipole of order (I, m) is (-1)1. Specifically, the 
magnetic induction Dim has parity (-1)1, while the electric field Ezm has 
parity (-1)'+1, since Elm,_, V X Dim· 

For a magnetic multipole of order (I, m) the parity is (-1)1+1. In this 
case the electric field Ezm is of the same form as Bzm for electric multipoles. 
Hence the parities of the fields are just opposite to those of an electric 
multipole of the same order. 

Correlating the parity changes and angular-momentum changes in 
quantum transitions, we see that only certain combinations of multipole 
transitions can occur. For example, if the states have J = ½ and J' = 1-, 
the allowed multipole orders are I = 1, 2. If the parities of the two states 
are the same, we see that parity conservation restricts the possibilities, so 
that only magnetic dipole and electric quadruple transitions occur. If 
the states differ in parity, then electric dipole and magnetic quadrupole 
radiation can be emitted or absorbed. 

16.4 Angular Distribution of Multipole Radiation 

For a general localized source distribution the fields in the radiation 
zone are given by the superposition, 

B-+ ikr-iwt' (-i)'+ 1[aE(l, m)X1m + a M(l, m)n X x,m] 
kr ~ (16.69) 

Z,m 

E----+ D x n. 

The coefficients aE(l, m) and a M(l, m) will be related to the properties of 
the source in the next section. The time-averaged power radiated per unit 
solid angle is 

dP C 2 

dO. = S1rk2 L (-iY+ 1[aE(l, m)Xim X n + a ... u-(l, m)Xzm] (16.70) 
l,m 
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Within the absolute value signs the polarization of the radiation is specified 
by the directions of the vectors. We note that electric and magnetic 
multipoles of a given (l, m) have the same angular dependence, but have 
polarizations at right angles to one another. Thus the multipole order can 
be determined by measurement of the angular distribution of radiated 
power, but the character of the radiation ( electric or magnetic) can be 
determined only by a polarization measurement. 

For pure multipole of order (/, m) the angular distribution (16.70) 
reduces to a single term, 

dP(l, m) = _c_ la(l m)l 2 IX 12 

dO. 81rk2 ' im 
(16.71) 

From definition (16.45) of Xim and properties (16.28), this can be trans­
formed into the explicit form: 

dP(l, m) c la(l, mW~ ( ½(l - m)(l + m + 1) I Yi m+112 ) 
dO. = 81Tk2l(l + 1) + ½(l + m)(l - m + 1) I Yz.m-il~ + m21 Yiml 2 (16.72) 

The table lists some of the simpler angular distributions. 

m 
l 

0 ±1 ±2 

1 3 3 

Dipole 
- sin2 0 l&r (1 + cos2 0) 
811 

15 5 5 
- cos4 0) 2 - sin2 6 cos2 6 l61r (1 - 3 cos2 8 16rr (1 

Quadrupole 
811 

+ 4 cos4 0) 

The dipole distributions are seen to be those of a dipole oscillating 
parallel to the z axis (m = 0) and of two dipoles, one along the x axis and 
one a]ong they axis, 90° out of phase (m = ± l)_ The dipole and quad­
rupole angular distributions are plotted as polar intensity diagrams in 
Fig. 16.1. These are representative of / = 1 and / = 2 multipole angular 
distributions, although a general multipole distribution of order l will 
involve a coherent superposition of the (2/ + 1) amplitudes for different m, 
as shown in (16.70). 
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l = 2, m = :!:2 

l = 2, m = O 

l = 1, m = 0 

l = 1, m = ±1 

l = 2, 
m= :!:1 

Fig. 16.1 Dipole and quadrupole radiation patterns for pure (l, m) multipoles. 
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It can be shown by means of (3.69) that the absolute squares of the 
vector spherical harmonics obey the sum rule, 

(16.73) 

Hence the radiation distribution will be isotropic from a source which 
consists of a set of multipoles of order /, with coefficients a(l, m) indepen­
dent of m, superposed incoherently. This situation usually prevails in 
atomic and nuclear radiative transitions unless the initial state has been 
prepared in a special way. 

The total power radiated by a pure multipole of order (/, m) is given by 
the integral of (16.71) over all angles. Since the Xzm are normalized to 
unity, the power radiated is 

P(I, m) = S:k2 la(/, m)l2 (16.74) 

For a general source the angular distribution is given by the coherent sum 
(I 6. 70). On integration over angles it is easy to show that the interference 
terms do not contribute. Hence the total power radiated is just an in­
coherent sum of contributions from the different multi poles: 

(16.75) 

16.S Sources of Multipole Radiation; Multipole Moments 

Having discussed the properties of multipole fields, the radiation 
patterns, and the angular momentum and energy carried off, we now turn 
to the connection of the fields with the sources which generate them. We 
assume that there exists a localized distribution of charge p(x, t), current 
J(x, t), and intrinsic magnetization,_,ll(x, t). Furthermore, we assume that 
the time dependence can be analyzed into its Fourier components, and 
we consider only harmonically varying sources, 

J(x)e-iwt, (16.76) 

where it is understood that we take the real part of such complex quantities. 
A more general time dependence can be obtained by linear superposition. 

Since we are considering a magnetization density, we must preserve the 
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distinction between B and H. Maxwell's equations in the presence of 
harmonically varying sources can be written 

V x E = ikB, 

V x H + ikE = 41r J, 
C 

with the continuity equation, 
iwp = V • J 

V-B=O l 
V • E = 41rp j 

(16.77) 

(16. 78) 

In order to make use of the structure of the general solution (16.47) for 
the source-free Maxwell's equations, we use as field variables, 

B and E' = E + 41ri J 
w 

(16.79) 

Then the two sets of equations equivalent to (16.33) and (16.34) are 

(V" + k')B = - 4; [V x ;J + cV x (V xAt)] 1 
(16.80) 

V • B = 0, E' = ~ (V x B - 4,,-V x At) j 
and 

41Tik [ 1 ] (V2 + k2)E' = - -c- cV x .JI{ + k2 V x (V x J) 

B = -ki (v x E1 
-

4:i v x J) V •E' = 0, 
(16.81) 

Evidently, outside the source these sets of'equations reduce to (16.33) and 
(16.34). Consequently the general solution for Band E' outside the source 
is given by (16.47). Furthermore, even inside the source both fields still 
have vanishing divergence. Thus the general structure of (16.47) will be 
preserved, with modifications arising only in the form of the radial 
functions fi(r) and gi(r), in a way that is familiar in scalar field problems 
such as electrostatics or wave mechanics. 

Consider, f o"r example, the magnetic induction, 

B = ~ [fim(r)Xim - !_ V X gim(r)Xim] 
l,m k 

(16.82) 

where, outside the source, to conform to the notation of(16.57) and (16.69), 

fim(r)-+ aE(l, m)h}1>(kr) 1 
gzm(r) ~ a~11,1'1, m)h~1>(kr) J 

(16.83) 
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To determine the equation satisfied by the electric multipole function 
fim(r) inside the source, we substitute (16.82) into the first equation of 
(16.80), take the scalar product of both sides with a typical Xtm, and 
integrate over all angles. All the terms on the left-hand side of the equation 
involving g1m(r) vanish because of orthogonality, and only one term 
involving an fzm(r) survives: 

[ ai. + 3. .!!:._ + k2 - l(l + l)]fim(r) = 
dr2 r dr r2 

-~ f xfm • [V x J + cV x (V x .H)] dD. (16.84) 

By substituting the equivalent expansion for E' into the first equation of 
(16.81) and carrying out the same manipulations, we obtain an equation 
for glm(r): 

[!:._ + ~ .E:._ + k2 _ I( I + 1 )] (r) 
dr2 r dr r2 Kzm 

= -47rik f X~m • [ V x.;lt + c~2 V x (V x J)] dO. (16.85) 

These inhomogeneous equations for f,,,,ir) and g,m(r) can be solved by 
means of the Green's functiqn technique. The appropriate Green's 
function is (16.21), which satisfi~s (16.20). Denoting the right-hand side 
of(16.84) as -KE(r), we can write the solution forl,,m(r) in the form: 

fzm(r) = ik f. 00 r' 2jz(kr<)h~1>(kr>)KE(r') dr' (16.86) 

Outside the source r < = r' and r > = r. Then 

f,m(r) - ikh['l(kr) I.~ r'2j,(kr')K,l.r') dr' (16.87) 

Comparison with ( 16.83) allows us to identify the electric multipole 
coefficient aE(l, m). With the explicit form of KE(r) from the right side of 
(I 6.84), we have 

41Tikf. * [ V D ] 3 aE(/, m) = -c- ]i(kr)Xzm • V X J + cV X ( X ✓n) d x 

(16.88) 
Similarly the magnetic multipole coefficient a.u(l, m) is 

a3r(l, m) = -41Tk2 fii(kr)X~m • [v x,J/t + c~2 V x (V x J)] d3x 

(16.89) 
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Results (16.88) and (16.89) can be transformed into more useful forms 
by means of the following identity: 

f jz(kr)x:m • (V X A) d3 x 

= ✓ i I Yi'!n {cv. A)~ [rjz(kr)] - k 2r. Aji(kr)) d3x (16.90) 
l(l + 1) or 

A is any well-behaved vector field which vanishes at infinity faster than,-,. 
The proof of (16.90) involves integration by parts to cast the curl operator 
over on Xim, then use of the operator relation (16.49), and another inte­
gration by parts. With A equal to J, .Jlt, V x J, V x A, the various 
terms in (16.88) and (16.89) can be transformed to yield the expressions: 

a (I m) = 41rk2 f y* { p E._ [rj i(kr)] + ik (r • J)jl(kr)} d3x 
E , LJ l( t + l) ltn ar c 

-ikV • (r x.Jlt)ji(kr) 
(16.91) 

and 

a (l m) = 47Tk2 f y:* {V • (r x J)ji(kr) + V .Ji .E_ [rji(kr)] l d3x 
M , i,J /(I + 1) lm c or >-

-k2(r •.,K)ji(kr) J 
(16.92) 

These results are the exact multipole coefficients, valid for arbitrary 
frequency and source size. 

For many applications in atomic and nuclear physics the source 
dimensions are very small compared to a wavelength (krmax ~ 1). Then 
the multipole coefficients can be simplified considerably. The small 
argument limit (16.12) can be used for the spherical Bessel functions. 
Keeping only the lowest powers in kr for terms involving p or J and .;It, 
we find the approximate electric multipoJe coefficient, 

4n-k1+2 (l + 1)½ 
aE(l, m)~ i(2l + 1)!! -,- (Qim + Qim') 

where the multipole moments are 

Q lm = f rlY/;nP cfx 

and 

I -ik f l * V ( ,Id d:l Qlm = -- r Yim • r X t/n) 'X 

l + 1 

(16.93) 

(16.94) 
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The moment Qzm is seen to be the same in form as the electrostatic 
multipole moment qzm (4.3). The moment Qzm' is an induced electric 
multipole moment due to the magnetization. It is generally at least a 
factor kr smaller than the normal moment Qim· For the magnetic multi­
pole coefficient aM(l, m) the corresponding long-wavelength approximation 
is 

4,rik1+2 (I + 1 \½ 
aM(l, m) ,-; (21 + 1)1 ! -l-J (Mzm + M1m') (16.95) 

where the magnetic multipole moments are 

and (16.96) 

In contrast to the electric multipole moments Qzm and Qim', for a system 
with intrinsic magnetization the magnetic moments Mzm and Mim' are 
generally of the same order of magnitude. 

In the long•wavelength limit we see clearly the fact that electric multi­
pole fields are related to the electric-charge density p, while the magnetic 
multipole fields are determined by the magnetic-moment densities, 
(1/2c)(r x J) and .!It. 

16.6 Multipole Radiation in Atomic and Nuclear Systems 

Although a full discussion involves a proper quantum-mechanical 
treatment of the states involved,* the essential features of multipole 
radiation in atoms and nuclei can be presented with simple arguments. 
From (16.74) and the multipole coefficients (16.93) and (16.95), the total 
power radiated by a multipole of order(/, m) is 

p (l m) _ 27Tc (l + l)k2i+ 2 IQ Q ,12 
E , - [(21 + 1)! l]2 l lm + lm 

p 'l m) = 21rc (' + l)k2i+2 IM + M '12 
M\' [(2l + 1)!!]2 l lm lm 

(16.97) 

• See Blatt and Weisskopf, pp. 597-599. for the quantum-mechanical definitions of the 
multipole moments. Beware of factors of 2 between our moments and theirs, due to 
their definitions, (3.l) and (3.2) on p. 590, of the source densities, as compared to our 
(16. 76). 
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In quantum-mechanical terms we are interested in the transition probability 
(reciprocal mean life), defined as the power divided by the energy of a 
photon: 

1 p 
-=-
T lieu 

(16.98) 

Since we are concerned only with order-of-magnitude estimates, we 
make the following schematic model of the source. The oscillating charge 
density is assumed to be 

{
3e 

p(x) = aa Yim(0, <p), 

0, 

r<a 
(16.99) 

r>a 

Then an estimate of the electric multipole moment Qzm is 

(16.100) 

independent of m. Similarly for the divergences of the magnetizations we 
assume the schematic form: 

r<a 

r>a 
(16.101) 

where g is the effective g factor for the magnetic moments of the particles 
in the atomic or nuclear system, and eli/mc is twice the Bohr magneton 
for those particles, Then an estimate of the sum of magnetic multipole 
moments is 

Mlm + Mim' ~ - •2 eai( gli) 
I+ 2 mca 

(16.102) 

From the definition of Qm' (16.94) we see that 

Q,m' ~ g(!;.)Q,m (16.103) 

Since the energies of radiative transitions in atoms and nuclei are always 
very small comp~red to the rest energies of the particles involved, Qlri/ is 
always completely negligible compared to Qim· 

For electric multipole transitions of ord~r /, estimate (16.100) leads to a 
transition probability (16. 98): 

1 __ ,..._, (e2
) 2rr (l + 1) ( 3 )2(k )2l 

nc [(21+1)!!]2 -l- 1+3 a w 
(16.104) 
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Apart from factors of the order of unity, the transition probability for 
magnetic multipoles is, according to ( 16. l 02), 

1 ,...., ( gn )2 1 (16.105) 
T.M(l) - ~ TE(l) 

The presence of the factor (ka)2' in the transition probability (16.104) 
means that in the long-wavelength limit (ka ~ 1) the transition rate falls 
off rapidly with increasing multipole order, for a fixed frequency. Con­
sequently in an atomic or nuclear transition the lowest nonvanishing 
multipole will generally be the only one of importance. The ratio of 
transition probabilities for successive orders of either electric or magnetic 
multipoles of the same frequency is 

[T(l + l)]-1 ,-...; (ka)2 (16.106) 
[ T(l)]- 1 4/2 

where we have omitted numerical factors of relative order (1//). 
In atomic systems the electrons are the particles involved in the radiation 

process. The dimensions of the source can be taken as a f'-..,J (ao/Zetr), 
where a0 is the Bohr radius and Zeff is an effective nuclear charge (Zeff,-...; 1 
for transitions by valence electrons; Zeff ~ Z for X-ray transitions). To 
estimate ka we note that the atomic transition energy is generally of the 
order 

so that 

ka ~ Zeff 

137 

(16.107) 

(16.108) 

From (16.106) we see that successive multipales will be in the ratio 
(Zeff/137)2• The ratio of magnetic to electric multipole transition rates 
can be estimated from (16.105). The g factor is of the order of unity for 
electrons. With a,-...; ao/Zeff = l31(n/mcZeff), we see that the magnetic 
/th multipole rate is a factor (Zetr/137)2 smaller than the corresponding 
electric multipole rate. We conclude that in atoms electric dipole transi­
tions will be most intense, with electric quadrupole and magnetic dipole 
transitions a factor (Zetr/137)2 weaker. Only for X-ray transitions in heavy 
elements is there the possibility of competition from other than the lowest­
order electric multipole. 

We now turn to the question of radiative transitions in atomic nuclei. 
Because nuclear radiative transition energies vary greatly (from r--.ilO Kev 
to several Mev), the values of ka cover a wide range. This means that 
for a given multipole order the transition probabilities (or mean lifetimes) 
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Fig. 16.2 Estimated lifetimes of excited nuclear states against emission of electric 
multipole radiation as a function of the photon energy for/= 1, 2, 3. 4. 

will range over many powers of 10, depending on the energy release, 
overlapping the multipoles on either side. In spite of this~ rough estimates 
(16.104) and (16.105) are useful in cataloging nuclear multipole transitions, 
because for a fixed energy release the estimates for different multipoles 
differ greatly. 

Figure 16.2 shows a log-log plot of estimate (16.104) for lifetimes of 
electric multipole transitions, using e as the protonic charge and 
a~ 5.6 x 10-13 cm. This is a nuclear radius appropriate to mass number 
A f'",w 100. We see that, although the curves tend to converge at high 
energies, the lifetimes for different multipoles at the same energy differ by 
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factors typically of order 106. This means that the actual multipole 
moments in individual transitions can deviate widely from our simple 
estimates without vitiating the usefulness of those estimates as a guide in 
assigning multipo]e orders. Experimentally, the lifetime-energy diagram 
shows broad, but well-defined, bands lying in the vicinity of the straight 
lines in Fig. 16.2. There is a general tendency for estimate (16.104) to 
serve as a lower bound on the lifetime, corresponding to (16.100) being 
an upper bound on the multipole moment, but for certain so-called 
"enhanced" electric quadrupole transitions the lifetimes can be as much as 
100 times shorter than shown in Fig. 16.2. 

Magnetic and electric multipoles of the same order can be compared 
using ( 16.105). For nucleons the effective g factor is typically of the order 
of g ,-..,; 3 because of their anomalous magnetic moments. Then, with the 
source size estimate a ,-.._JR = 1.2A½ x I0-13 cm, we find 

1 0.3 1 
--,-..,;---

'T M(l) A¾ 'T E(l) 
(16,109) 

The numerical factor ranges from 4 x 10-2 to 0.8 x 10-2 for 
20 <A< 250. We thus anticipate that for a given multipole order 
electric transitions will be 25-120 times as intense as magnetic transitions. 
For most multipoles this is generally true. But for I = 1 there are special 
circumstances in nuclei (strongly attractive, charge-independent forces) 
which inhibit electric dipole transitions (at least at low energies). Then 
estimate (16.109) fails; magnetic dipole transitions are far commoner and 
just as intense as electric dipole transitions. 

In Section 16.3 the parity and angular-momentum selection rules were 
discussed, and it was pointed out that in a transition between two quantum 
states a mixture of multipoles, such as magnetic l, (I + 2), ... pole and 
electric (/ + 1), (/ + 3), ... pole, could occur, In the long-wavelength 
limit we need consider only the lowest multipole of each type. Ratios 
(16.105) and (16.106) can be combined to yield the relative transition rates 
of electric(/+ I) pole to magnetic/ pole (most commonly used for/= 1), 

(16.110) 

where Eis the photon energy in Mev. For energetic transitions in heavy 
elements the electric quadrupole amplitude is ,-..,;5 per cent of the magnetic 
dipole amplitude. If, as actually occurs in the rare earth and transuranic 
elements, there is an enhancement of the effective quadrupole moment by a 
factor of 10, the electric quadrupole transition competes favorably with the 
magnetic dipole transition. 
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For a mixture of magnetic (/ + I) pole and electric I pole, the ratio of 
transition rates is 

(16.111) 

Even for energetic transitions, a magnetic(/+ 1) pole never comes close 
to competing with an electric / pole. 

16. 7 Radiation from a Linear, Center~f ed Antenna 

As an illustration of the use of a multipole expansion for a source whose 
dimensions are comparable to a wavelength, we consider the radiation 
from a thin, linear, center-fed antenna, as shown in Fig. 16.3. We have 
already given in Chapter 9 a direct solution for the fields when the current 
distribution is sinusoidal. This will serve as a basis of comparison to test 
the convergence of the multipole expansion. We assume the antenna to lie 
along the z axis from -(d/2) < z :::;;: (d/2), and to have a small gap at its 
center so that it can be suitably excited. The current along the antenna 
vanishes at the end points and is an even function of z. For the moment 
we will not specify it more than to write 

(16.112) 

Since the current flows radially, (r x J) = O. Furthermore there is no 

z 

z=i----

X 

z = -1----

n 

z 

Fig. 16.3 Linear, center-fed 
antenna. 
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intrinsic magnetization. Consequently all magnetic multipole coefficients 
a M(l, m) vanish. To calculate the electric multipole coefficient ab,·,(J, m) 
(16.91) we need expressions for charge and current densities. The current 
density J is a radial current, confined to the z axis. In spherical coordinates 
this can be written for r < (d/2) 

J(x) = Er l(r!2 [o(cos (} - 1) - t5(cos (} + 1)] 
21r, 

(16.113) 

where the delta functions ca use the current to flow only upwards ( or 
downwards) along the z axis. From the continuity equation (16.78) we 
find the charge density, 

p(x) = J_ dl(r) [d(cos (} - 1) -d(cos (} + 1)] (l6.114) 
iru dr 21rr2 

These expressions for J and p can be inserted into (16.91) to give 

2k2 fa/2 (k 1 di d ) aE(l, m) = J dr - rji{kr)I(r)- - - -[rj1(kr)] 
l(l + 1) o c ru dr dr 

x f d!lfi°!Jd(cos () - 1) - (5(cos e + l)J (16.11S) 

The integral over angles is 

f d Q = 21rdm,o[Yro(O) - Yro(1r)] (16.116) 

showing that only m = 0 multipoles occur. This is obvious from the 
cylindrical symmetry of the antenna. The Legendre polynomials are even 
(odd) about 0 = 1r/2 for I even (odd). Hence, the only nonvanishing 
multipoles have/ odd. Then the angular integral has the value, 

f dU = J47r(2l + 1), l odd, m = 0 

With slight manipulation (16.115) can be written 

aE(l, 0) = 2k[41T'(2l + l)]¼J,d/2(- !!..[rjz(kr) dl] 
c l(l + 1) o dr dr 

(16.117) 

+ ri,{kr)(~! + k"I) )dr (16.118) 

To evaluate (16.118) we must specify the current I(z) along the antenna. 
If no radiation occurred, the sinusoidal variation in time at frequency w 
would imply a sinusoidal variation in space with wave number k = w/c. 
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The emission of radiation modifies this somewhat. To find the correct 
spatial variation of the current along the antenna we would have to consider 
the whole boundary-value problem of antenna plus radiation fields. This 
is a difficult task which must be faced if one wishes precise answers to 
antenna problems. Fortunately neglect of the effects of the radiation on 
the curre~t distribution is not serious. Reasonably good answers are 
obtained with the sinusoidal approximation. Accordingly we assume 

I(z) = I sin (k; - k lz!) (16.119) 

where I is the peak current, and the phase is so chosen that the current 
vanishes at the ends of the antenna. With a sinusoidal current the second 
part of the integrand in (16.118) vanishes. The first part is a perfect 
differential. Consequently we imJ1?.ediately obtain, with /(z) from (16.119), 

a (l O) = 41[4,r(21 + l)]½[(kd)2• (kd)] 
E ' cd l(l + 1) 2 1 i 2 ' 

l odd (16.120) 

Since we wish to test the multi pole expansion when the source dimensions 
are comparable to a wavelength, we consider the special cases of a half-wave 
antenna (kd = 1r) and a full-wave antenna (kd = 21r). For these two 
values of kd the I = I coefficient is tabulated, along with the relative values 
for / = 3, 5. From the table it is evident that (a) the coefficients decrease 

kd 

11' 

2,r 

- I 4v6n- -
cd 

-1 
4n-vfur­

cd 

4.95 X 10-2 1.02 X 10-3 

0.325 3.09 X 10--,2 

rapidly in magnitude as / increases, and (b) higher I coefficients are more 
important the larger the source dimensions. But even for the full-wave 
antenna it is probably adequate to keep only I = I and/ = 3 in the angular 
distribution and certainly adequate for the total power (which involves the 
squares of the coefficients). 

With only dipole and octupole terms in the angular distribution we find 
that the power radiated per unit solid angle (16. 70) is 

dP _ c laE(C 0)]2 Lv aE(3, 0) L v 2 

- 1 10 - "'30 
dO. 161rk2 ' ✓6aE(1, 0) • 

(16.121) 
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The various factors in the absolute square are 

3 
ILY1 0 12 = 4- sin2 0 

' 1T 

565 

ILI;,0 1
2 = 1:~ sin2 0 (5 cos2 0 - 1)2 (16.122) 

(LY1,0)* • (LY,,0) = 31:l sin2 0(5 cos' 0 - 1) 

With these angular factors (16.121) becomes 

dP = }. 1212 (i.. sin2 0) I 1 - J2 a E(3, O) (5 cos2 (j - 1) l2 (16.123) 
dQ 7T2C ,81r 8 a R(l, 0) 

where the factor }, is equal to 1 for the half-wave antenna and (1r2/4) for 
the full wave. The coefficient of (5 cos2 () - 1) in (16.123) is 0.0463 and 
0.304 for the half-wave and full-wave antenna, respectively. 

From Chapter 9 the exact angular distributions (for sinusoidal driving 
currents) are 

cos2 (1 cos ()) 
kd = 1T . ') (} 

dP J2 sm· 
-=- (16.124) dQ 21TC 

cos4 ('!!.cos()) 
4 2 kd = 21r 

L sin2 0 ' 

A numerical comparison of the exact and approximate angular distributions 
is shown in Fig. 16.4. The solid curves are the exact results, the dashed 
curves the two-term multipole expansions. For the half-wave case 
(Fig. 16.4a) the simple dipole result [first term in (16.123)] is also shown as 
a dotted curve. The two-term multipole expansion is almost indistinguish­
able from the exact result for kd = 71'. Even the lowest-order approxi­
mation is not very far off in this case. For the full-wave antenna (Fig. 
16.4b) the dipole approximation is evidently quite poor. But the two-term 
multipole expansion is reasonably good, differing by less than 5 per cent 
in the region of appreciable radiation. 

The total power radiated is, according to (16.75), 

P = ~ 2 la E(l, 0)1 2 (16.125) 
877k~ z odd 

For the half-wave antenna the coefficients in the table on p. 564 show that 
the power radiated is a factor 1.00245 times larger than the simple dipole 
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Fig. 16.4 Comparison of exact radiation patterns (solid curves) for half-wave (kd = ,r) 
and full-wave (kd = 211') center-fed antennas with two-term multipole expansions 
(dashed curves). For the half-wave pattern, the dipole approximation (dotted curve) is 
also shown. The agreement between the exact and two-tenn multipole results is 

excellent, especially for kd = TT. 

result, (12l2/-rr2c). For the full-wave antenna, the power is a factor 1.114 
times larger than the dipole form (3/2/ c). 

16.8 Spherical Wave Expansion of a Vector Plane Wave 

In discussing the scattering or absorption of electromagnetic radiation 
by spherical objects, or localized systems in general, it is useful to have an 
expansion of a plane electromagnetic wave in spherical waves. 

For a scalar field VJ(X) satisfying the wave equation the necessary 
expansion can be obtained by using the orthogonality properties of the 
basic spherical solutions iz(kr) Yim(O, cf,). An alternative derivation makes 
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use of the spherical wave expansion (16.22) of the Green's function 
(eikR/4-rrR). We let .lx'I -),- oo on both sides of (16.22). Then we can put 
Ix - x'I ~ r' - n • x on the left-hand side, where n is a unit vector in the 
direction ofx'. On the right sider> = r' and r < = r. Furthermore we can 
use the asymptotic form (16.13) for hjl)(kr'). Then we find 

Canceling the factor eikr' /r' on either side and taking the complex conjugate, 
we have the expansion of a plane wave, 

oo l 

ik•x = 47T 2 il_ji(kr) 2 Yz~(O, c/J)Ylm(()', 4/) (16.127) 
l=O m=-l 

where k is the wave vector with spherical coordinates k, ()', </>'. The 
addition theorem (3.62) can be used to put this in a more compact form, 

00 

ik•lf = 2 iz(2l + l)jz(kr)Pz(cos y) (16.128) 
Z=O 

where y is the angle between k and x. With (3.57) for Pi cos (y), this can 
also be written as 

00 

/k•x = 2 i\/4-rr(2/ + 1)jz(kr)Yz, 0(y) (16.129) 
i=o 

We now wish to make an equivalent expansion for a circularly polarized 
plane wave incident along the z axis, 

E(x) = (E1 ± iE2)ikz } 

B(x) = Ea x E = =F iE 
(16.130) 

Since the plane wave is finite everywhere, we can write its multipole 
expansion (16.47) involving only the regular radial functions ji(kr): 

E(x) = I [ a±(l, m)j1(kr)Xim + ~ b±(l, m)V x ji(kr)Xim] 
i.m k 

(16.131) 

To determine the coefficients a±(l, m) and b±(l, m) we utilize the orthogo­
nality properties of the vector spherical harmonics Xzm· For reference 
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purposes we summarize the basic relation (16.46), as well as some other 
useful relations: 

J [fz(r)Xl'm'J* • [gz(r)X,m] dO = fz*gi <5u,bmm' 

J [fi(r)Xz•m•J* • (V X gi(r)Xzm] dQ = 0 

: 2 J [V x fi(r)Xz•m,J* • [V x gz(r)Xim] dQ 

(16.132) 

= r5u,r5mm•(fi*gz + k!r2 ;r[rfz* :r (rgz)]l 

In these relations.fi(r) and gz(r) are linear combinations of spherical Bessel 
functions, satisfying (I 6.5). The second and third relations can be proved 
using the operator identity (16.49), the representation (16.37) for the 
gradient operator, and the radial differential equation (16.5). 

To determine the coefficients a±(!, m) and b±(l, m) we take the scalar 
product of both sides of (16.131) with X~ and integrate over angles. Then 
with the first and second orthogonality relations in (16.132) we obtain 

and 

a±(/, m)jz(kr) = J X7m • E(x) dD. 

b±(l, m)ji(kr) = J x:m • B(x) dQ 

With ( 16.130) for the electric field, ( 16.133) becomes 

a (I m)IJ' (kr) = J ( L =F Yim)* e ikz dQ 
± ' 1 .J l( l + 1 ) 

(16.133) 

(16.134) 

(16.135) 

where the operators L± are defined by (16.26), and the results of their 
operating by (16.28). Thus we obtain 

a (I m)· (kr) = .J(l ± m)(l =Fm+ l) Jy* eikzdn (16.136) 
± ' IJz ..jl(l + l) i.m:i:1 

If expansion (16.129) for eikz is inserted, the orthogonality of the Y1m's 
evidently leads to the result, 

a±(l, m) = i1V 4rr(2/ + 1) i5m, ±l 

From (16.134) and (16.130) it is clear that 

b ± (I, m) = ,= ia ± ( I, m) 

(16.137) 

(16.138) 
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Then the multipole expansion of the plane wave (16.130) is 

E(x) = ! i',.)4rr(2/ + 1{;,(kr)X,. ±l ± t 'ii x j1(kr)X1, ±i] 
l=l 

(16.139) 

B(x) = ~ i1,./4rr(2/ + 1) [ / V x j 1(krJX,. ±l 'f ij,(kr)X,. ±,] 

For such a circularly polarized wave the m values of m = ± 1 have the 
obvious interpretat~on of ± I unit of angular momentum per photon 
parallel to the propagation direction. This has already been established 
in Problem 6.12. 

16.9 Scattering of Electromagnetic Waves by a Conducting Sphere 

If a plane wave of electromagnetic radiation is incident on a spherical 
obstacle, as indicated schematically in Fig. 16.5, it is scattered so that far 
away from the scatterer the fields are represented by a plane wave plus 
outgoing spherical waves. There may be absorption by the obstacle as well 
as scattering. Then the total energy flow away from the obstacle will be less 
than the total energy flow towards it, the difference being absorbed. We 
will consider the simple example of scattering by a sphere of radius a and 
infinite conductivity. 

The fields outside the sphere can be written as a sum of incident and 
scattered waves: 

E(x) = Einc + Esc) 

B(x) = Binc + Bsc 
(16.140) 

where Einc and Hine are given by (16.139). Since the scattered fields are 
outgoing waves at infinity, their expansions must be of the form, 

Esc = ~ ! i',./411{2/ + J)["'±(/)h',"(kr)X,. ±I 

i=i ± 13 :r.(l) V x h U)(kr)X ] 
k l I, ±1 

(16.141) 
1 ~ . 1✓----[-i(f.+(/) (l) • 

Bsc = - ~ i 41r(2l + l} k- V X hi (kr)Xi,±1 
2 !=l 

=i= i/3±(/)hi1)(kr)Xi, ±1] 

1he coefficients rx 1J/) and ~ ±(/) will be determined by the boundary 
conditions on the surface of the sphere. 
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Fig. 16.5 Scattering of radiation by a localized object. 

For a perfectly conducting sphere the boundary conditions at the surface 
r = a are 

n•B = 0 (16.142) 

In order to apply these boundary conditions we must know the vectorial 
character of the two types of terms in (16.141). We already know that 
Xzm is perpendicular to the radius vector. The other type of term is 

in,Jl(l + 1) 1 o 
V X fi(r)Xim = --'----fi(r)Yzm + - - [rfi(r)]n X Xcm (16.143) 

r r or 

where Ji is any spherical Bessel function satisfying (16.5). Applying the 
boundary conditions (16.142) to the total fields (16.140), we find conditions 
on the coefficients oc±(/) and fJ ±(/): 

!«±(l)h?>(ka) + ji(ka) = 0 \ 

f a a ) )-
\ifJ±(l)- [rh\1)(kr)] + ;-- [rji(kr)] = 0 j or ur r=a 

(16.144) 

We note that the coefficients are the same for both states of circular 
polarization. Since 2ji(kr) = hJ1>(kr) + hf2)(kr), the coefficients can be 
written 

(16. 145) 

J 
The ratios are ratios of complex conjugate quantities and so are complex 
numbers of absolute value unity. It is convenient to define two angles, 
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called phase shifts, as follows: 

or alternatively, 

e2io1 = - h~2> ( ka) 
h~1)(ka) 

.!!._ [rh?>(kr)] 
2;.a1· dr 

e =------
:, [rh/1l(kr)] r=• 

tan c5i = j,(ka) 
nz(ka) 

.!!._ [rji(kr)] 
J., dr 

tanuz= ----
_d [rni(kr)] 
dr r=a 

Then the coefficients are 

at±(l) = (e2idz _ 1), 
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(16.146) 

(16.147) 

(16.148) 

The asymptotic forms (16.12) and (16.13) can be used to find limiting 
values of these phase shifts for ka < 1 and ka ► I: 

ka < 1: 

ka ► 1: 

(ka)2i+1 
c5 -- - ----'--...;...._ __ _ 

i (2l + 1)[(21 - 1) ! !]2 

<I,' -+ _ ( I ~ 1) <I, 

1T 
/J/ -- (l + 1) - - ka 

2 

(16.149) 

(16.150) 

The coefficient cx(/) and the phase shift c>z can be termed magnetic param­
eters since they relate to the magnetic multipole fields in (16.141). 
Similarly ft([) and c5z' are electric parameters. 

With coefficients (16.148) the magnetic induction of the scattered wave 
therefore becomes 

(16.151) 
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with the asymptotic form (kr-+ ro ), 

(16.152) 

The scattered field (16.152) corresponds in general to elliptically polarized 
radiation. Only if the electric and magnetic phases were equal would it 
represent circularly polarized radiation. This means that, if linearly 
polarized radiation is incident, the scattered radiation will be elliptically 
polarized; and, if the incident radiation is unpolarized, the scattered 
radiation will exhibit, partial polarization depending on the angle of 
observation. 

In discussing the scattered intensity it is convenient to use the concept of 
a scattering cross section. This has already been defined in (14.101). The 
scattered power per unit solid angle is 

dPsc C 2 - = - lrB;;cl (16.153) 
dU 81r , 

The incident flux is 
C * C S = - Re (Einc X B1nc) = - Ea 

81r 41r 
(16. 154) 

Consequently the scattering cross section is 

da 21r 00 
--- 2 

- = - ~ ,J2l + l[ei6' sin c5i(n x Xz.±i) =F ie2N sin c5/Xi,±1] 
dO. k2 L 

Z=l 

• (16.155) 

This angular distribution is rather complicated, except in the long-wave­
length limit (see below). But the total cross section can be calculated 
directly. From the second orthogonality relation in (16.132) and (16.143) 
it is evident that the cross terms in (16.155) vanish on integration over 
angles. Then the total cross section is easily found to be 

00 

a= 21T ~ (2/ + 1)[sin2 o1 + sin2 di'] (16.156) 
k2 ~ 

1=1 

The electric and magnetic multipole parts of the wave contribute in­
coherently to the total cross section. 

In the long-wavelength limit (ka <'¾ I) the scattering cross section 
becomes relatively simple because the phase shifts (I 6.149) decrease 
rapidly with increasing /. Keeping only / = 1 terms in the expansion, we 
find 

da 21T 2(k )4 1 X 2 ·x 12 (16 157) - ~ - a a n x 1,±l ± 1 1,±1 . 
dO. 3 
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:Fig. 16.6 Angular distribution of radiation 
scattered by a perfectly conducting sphere in 

the long-wavelength limit (ka <{ 1). 

From the table on p. 551 we obtain the absolute squared terms, 

The cross terms can be easily worked out: 

Re [±i(n x Xi.± 1)* • X1.±iJ = 8: cos (J 
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(16.158) 

(16.159) 

Thus the long-wavelength limit of the differential scattering cross section is 

(16.160) 

independent of the state of polarization of the incident radiation. The 
angular distribution of scattered radiation is shown in Fig. 16.6. The 
scattering is predominantly backwards, the marked asymmetry about 90° 
being caused by the electric dipole-magnetic dipole interference term. 

The total cross section in the long-wavelength limit is 

1077 2 4 
a= - a (ka) 

3 
(16.161) 

This is a well-known result, first obtained by Mic and Dcbyc (1908-1909). 
The dependence of the cross section on frequency as w4 is known as 
Rayleigh's law, and is characteristic of all systems which possess a dipole 
moment. 
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16.10 Boundary-Value Problems with Multipole Fields 

The scattering of radiation by a conducting sphere is an example of a 
boundary-value problem with multipole fields. Other examples are the 
free oscillations of a conducting sphere, the spherical resonant cavity, and 
scattering by a dielectric sphere. The possibility of resistive losses in 
conductors adds problems such as Q values of cavities and absorption 
cross sections to the list. The general techniques for handling these 
problems are the same ones as have been met in Section 16.9 and in Chapter 
8. The necessary mathematical apparatus has been developed in the present 
chapter. We will leave the discussion of these examples to the problems 
at the end of the chapter. 

REFERENCES AND SUGGESTED READING 

The theory of vector spherical harmonics and multipole vector fields is discussed 
thoroughly by 

Blatt and Weisskopf, Appendix B, 
Morse and Feshbach, Section 13.3. 

Applications to nuclear multipole radiation are given in 
Blatt and Weisskopf, Chapter XII, 
Siegbahn, Chapter XIII by S. A. Moszkowski and 

Chapter XVI (II) by M. Goldhaber and A. W. Sunyar. 
A number of books on antennas were cited at the end of Chapter 9. None of them 

discusses multipole expansions in a rigorous way, however. 
The scattering of radiation by a perfectly conducting sphere is treated briefly by 

Morse and Feshbach, pp. 1882-1886, 
Panofsky and Phillips, Section 12.9. 

Much more elaborate discussions, with arbitrary dielectric and conductive properties for 
the sphere, are given by 

Born and Wolf, Section 13.5, 
Stratton, Section 9.25. 

Mathematical information on spherical Bessel functions, etc., will be found in 
Morse and Feshbach, pp. 1573-1898. 

PROBLEMS 

16.1 Three charges are located along the z axis, a charge +2q at the origin and 
charges -q at z = ±a cos wt. Determine the lowest nonvanishing 
multipole moments, the angular distribution of radiation, and the total 
power radiated. Assume that ka ~ 1. 

16.2 An almost spherical surface defined by 
R(fJ) = R0[1 + {JP2(cos O)] 
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has inside of it a uniform volume distribution of charge totaling Q. 
The small parameter (3 varies harmonically in time at frequency w. This 
corresponds to surface waves on a sphere. Keeping only lowest-order 
terms in (3 and making the long-wavelength approximation, calculate the 
nonvanishing multipole moments, the angular distribution of radiation, 
and the total power radiated. 

16.3 The uniform charge density of Problem 16.2 is replaced by a uniform 
density of intrinsic magnetization parallel to the z axis and having total 
magnetic moment M. With the same approximations as above calculate 
the nonvanishing radiation multipole moments, the angular distribution 
of radiation, and the total power radiated. 

16.4 An antenna consists of a circular loop of wire of radius a located in the 
x-y plane with its center at the origin. The current in the wire is 

I= 10 cos wt = Re I 0e-iwt 

(a) Find the expressions for E, Bin the radiation zone without approxi­
mations as to the magnitude of ka. Determine the power radiated per 
unit solid angle. 

(b) What is the lowest nonvanishing multipole moment (Qi,m or Mi.m)? 
Evaluate this moment in the limit ka ~ 1. 

16.5 Two fixed electric dipoles of dipole moment p are located in a plane a 
distance 2a apart, their axes parallel and perpendicular to the plane, but 
their moments directed oppositely. The dipoles rotate with constant 
angular velocity w about a parallel axis located halfway between them 
(w ~ c/a). 

(a) Calculate the components of the quadrupole moment. 
(b) Show that the angular distribution of radiation is proportional to 

(1 - 3 cos2 6 + 4 cos4 0), and that the total power radiated is 

_ 2cp2a2 (w)6 

P--5--;;· 

16.6 In the long-wavelength limit evaluate the nonvanishing electric multipole 
moments for the charge distribution: 

P = Cr3e -sr/6 y (0 ,I.,) ~ (0 ,l.,)e -iroot I.I , 'f' 2,0 , 'f' 

and determine the angular distribution and _total power radiated for each 
multipole. This charge distribution is appropriate to a transition between 
the states n = 3, I= 2 (3d) and n = 2, I= 1 (2p) in a hydrogen atom. 

16. 7 The fields representing a transverse magnetic wave propagating in a 
cylindrical wave guide of radius R are: 

k 
Hr= -pEJ-

k 
H4, =pEr 
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where mis the index specifying the angular dependence, fJ is the propagation 
constant, }'2 = k2 - fJ2 (k = w/c}, where y is such that J 11i(yR) = 0. 
Calculate the ratio of the z component of the electromagnetic angular 
momentum to the energy in the field. It may be advantageous to perform 
some integrations by parts, and to use the differential equation satisfied 
by Ez, in order to simplify your calculations. 

16.8 A spherical hole of radius a in a conducting medium can serve as an 
electromagnetic resonant cavity. 

(a) Assuming infinite conductivity, determine the transcendental 
equations for the characteristic frequencies win of the cavity for TE and 
TM modes. 

(b) Calculate numerical values for the wavelength Azn in units of the 
radius a for the four lowest modes for TE and TM waves. 

(c) Calculate explicitly the electric and magnetic fields inside the cavity 
for the lowest TE and lowest TM mode. 

16.9 The spherical resonant cavity of Problem 16.8 has nonpermeable walls of 
large, but finite, conductivity. In the approximation that the skin depth b 
is small compared to the cavity radius a, show that the Q of the cavity, 
defined by equation (8.82), is given by 

for all TE modes 

and 

Q =2:0(1 _l(lx:/))' for TM modes 

where :tin = (a/c)wln for TM modes. 
16.10 Discuss Lhe normal modes of oscillation of a perfectly conducting solid 

sphere of radius a in free space. 
(a) Determine the characteristic equations for the eigenfrequencies for 

TE and TM modes of oscillation. Show that the roots for w always have a 
negative imaginary part, assuming a time dependence of e-iwt. 

(b) Calculate the eigenfrequencies for the I = 1 and/ = 2 TE and TM 
modes. Tabulate the wavelength (defined in terms of the real part of the 
frequency) in units of the radius a and the decay time (defined as the time 
taken for the ene~n' to fall to e-1 of its initial value) in units of the transit 
time (a/c) for each of the modes. 

16.11 A circularly polarized plane wave of radiation of frequency w = ck is 
incident on a nonpermeable, conducting sphere of radius a. 

(a) Assuming that the conductivity of the sphere is infinite, write down 
explicit expressions for the electric and magnetic fields near and at the 
surface of the sphere in the long-wavelength limit, ka <{ 1. 

(b) Using the techniques of Chapter 8, calculate the power absorbed by 
the sphere from the incident wave, assuming that the conductivity is large 
but finite. Express your result as an absorption cross section in terms of 
the wave number k, the radius a, and the skin depth o. Assume ka I. 

16.12 Discuss the scattering of a plane wave of electromagnetic radiation by a 
nonpermeable, dielectric sphere of radius a and dielectric constant c 

(a) By finding the fields inside the sphere and matching to the incident 
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plus scattered wave outside the sphere, determine the multipole coefficients 
in the scattered wave. Define suitable phase shifts for the problem. 

(b) Consider the long-wavelength limit (ka ~ 1) and determine 
explicitly the differential and total scattering cross sections. Sketch the 
angular distribution for £ = 2. 

(c) In the limit E' - co compare your results to those for the perfectly 
conducting sphere. 
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Radiation Damping, 
Self-Fields of a Particle, 
Scattering and Absorption of 
Radiation by a Bound System 

17 .. 1 Introductory Considerations 

In the preceding chapters the problems of electrodynamics have 
been divided into two classes, one in which the sources of charge and 
current are specified and the resulting electromagnetic fields are calculated, 
and the other in which the external electromagnetic fields are specified and 
the motions of charged particles or currents are calculated. Antennas and 
radiation from multipole sources are examples of the first type of problem, 
while motion of charges in electric and magnetic fields and energy-loss 
phenomena are examples of the second type. Occasionally, as in the 
discussion of bremsstrahlung, the two problems are combined. But 
the treatment is a stepwise one-first the motion of the charged particle 
in an external field is determined, neglecting the emission of radiation; 
then the radiation is calculated from the trajectory as a given source 
distribution. 

-It is evident that this manner of handling problems in electrodynamics 
can be of only approximate validity. The motion of charged particles in 
external force fields necessarily involves the emission of radiation when­
ever the charges are accelerated. The emitted radiation carries off energy, 
momentum, and angular momentum and so must influence the subsequent 
motion of the charged particles. Consequently the motion of the sources 
of radiation is determined, in part, by the manner of emission of the 

578 
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radiation. A correct treatment must include the reaction of the radiation 
on the motion of the sources. 

Why is it that we have taken so long in our discussion of electrodynamics 
to face this fact? Why is it that many answers calculated in an apparently 
erroneous way agree so well with experiment? A partial answer to the 
first question lies in the second. There are very many problems in electro­
dynamics which can be put with negligible error into one of the two 
categories described in the first paragraph. Hence it is worth while 
discussing them without the added and unnecessary complication of 
including reaction effects. The remaining answer to the first question is 
that a completely satisfactory treatment of the reactive effects of radiation 
does not exist. The difficulties presented by this problem touch one of the 
most fundamental aspects of physics, the nature of an elementary particle. 
Although partial solutions, workable within limited areas, can be given, 
the basic problem remains unsolved. One might hope that the transition 
from classical to quantum-mechanical treatments would remove the 
difficulties. While there is still hope that this may eventually occur, the 
present quantum-mechanical discussions are beset with even more 
elaborate troubles than the classical ones. It is one of the triumphs of 
comparatively recent years (,-,1948-1950) that the concepts of Lorentz 
covariance and gauge invariance were exploited sufficiently cleverly to 
circumvent these difficulties in quantum electrodynamics and so allow the 
calculation of very small radiative effects to extremely high precision, in 
full agreement with experiment. From a fundamental point of view, 
however, the difficulties still remain. In this chapter we will consider only 
the classical aspects, but will indicate some of the quantum-mechanical 
analogs along the way. 

The question as to why many problems can apparently be handled 
neglecting reactive effects of the radiation has the obvious answer that 
such effects must be of negligible importance. To see q ualitativelywhen this 
is so, and to obtain semiquantitative estimates of the ranges of parameters 
where radiative effects are or are not important, we need a simple criterion. 
One such criterion can be obtained from energy considerations. If an 
external force field causes a particle of charge e to have an acceleration of 
typical magnitude a for a period of time T, the energy radiated is of the 
order of 

(17.1) 

from Larmor's formula (14.22). If this energy lost in radiation is negli­
gible compared to the relevant energy £ 0 of the problem, we can expect 
that radiative effects will be unimportant. But if Erad ~ E0, the effects of 
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radiation reaction will be appreciable. The criterion for the point when 
radiative effects begin to be important can thus be expressed by 

(I 7.2) 

The specification of the relevant energy £ 0 demands a little care. We 
will distinguish two apparently different situations, one in which the 
particle is initially at rest and is acted on by the applied force only for the 
finite interval T, and one where the particle undergoes continual accelera­
tion, e.g., in quasiperiodic motion at some characteristic frequency w0• 

For the particle at rest initially a typical energy is evidently its kinetic energy 
after the period of acceleration. Thus 

E0 ,__, m(aT)2 

Criterion (17.2) then becomes 

or 

2 e2a2T 2r2 ---,-,ma 
3 c3 

2 e2 y,_, __ 
3 mc3 

It is useful to define the characteristic time in this relation as 

2 e2 
-r=--

3 mc3 
(17.3) 

Then the conclusion is that for time T long compared to T radiative effects 
are unimportant. Only when the force is applied so suddenly and for 
such a short time that T ,-..; -r will radiative effects modify the motion 
appreciably. It is useful to note that the longest characteristic time -r for 
charged particles is for electrons and that its value is -r = 6.26 x 10-24 sec. 
This is of the order of the time taken for light to travel 10-13 cm. Only for 
phenomena involving such distances or times wi11 we expect radiative 
effects to play a crucial role. 

If the motion of the charged particle is quasi-periodic with a typical 
amplitude d and characteristic frequency w0, the mechanical energy of 
motion can be identified with £ 0 and is of the order of 

£ 0 .-,,mwid2 

The accelerations are typically a,_,, wv2d, and the time interval T ,._, (1/wJ. 
Consequently criterion (17.2) is 

2 2 4d2 e CA>o 2d2 
3 c::::: mwo 

3c w0 
or 

WoT .-,, 1 (17.4) 
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where -r is given by (17.3). Since w0- 1 is a time appropriate to the 
mechanical motion, again we see that, if the relevant mechanical time 
interval is long compared to the characteristic time -r (17 .3), radiative 
reaction effects on the motion will be unimportant. 

The examples of the 1ast two paragraphs show that the reactive effects 
of radiation on the motion of a charged particle can be expected to be 
important if the external forces are such that the motion changes appre­
ciably in times of the order of,., or over distances of the order of CT. This is 
a general criterion within the framework of classical electrodynamics. For 
motions less violent, the reactive effects are sufficiently small that they 
have a negligible effect on the short-term motion. Their long-term, 
cumulative effects can be taken into account in an approximate way, as 
we will see immediately. 

17.2 Radiative Reaction Force from Conservation of Energy 

The question now arises as to how to include the reactive effects of 
radiation in the equations of motion for a charged particle. We begin 
with a simple plausibility argument based on conservation of energy for a 
nonrelativistic charged particle. A more fundamental derivation and the 
incorporation of relativistic effects wil1 be deferred to later sections. 

If the emission of radiation is neglected, a charged particle of mass m and 
charge e acted on by an external force Fext moves according to Newton's 
equation of motion: 

mv = Fext (17.S) 

Since the particle is accelerated, it emits radiation at a rate given by 
Larmor's power formula (14.22), 

P(t) = ~ e2 (v)2 
3 c3 

(17.6) 

To account for this radiative energy loss and its effect on the motion of 
the particle we modify Newton's equation (17.5) by adding a radiative 
reaction force Frad: 

mv = Fext + Frud (17.7) 

While Fra<l is not determined at this stage, we can see some of the require­
ments it ''must'' satisfy: 

Frall "must" (l) vanish if v = 0, since then there is no radiation; 
(2) be proportional to e:si, since (a) the radiated power is 

proportional to e2, and (b) the sign of the charge 
cannot enter in radiative effects; 

(3) in fact involve the characteristic time ,., (17.3), since that 
is apparently the only parameter of significance available. 
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We will determine the form ofFrad by demanding that the work done by 
this force on the particle in the time interval t1 < t < t2 be equal to the 
negative of the energy radiated in that time. Then energy will be con­
served, at least over the interval (t1, t2). With the Larmor result (I 7 .6), 
this requirement is 

i t2 J,t2 2 e2 
Frad • V dt = - - 3 V • V dt 

ti ti 3 C 

The second integral can be integrated by parts to yield 

i t2 2 e2 f ta 2 e2 lt2 
Frad • v dt = - 3 v • v dt - - 8 (v • v) 

t1 3 C t1 3 C t1 

If the motion is periodic or such that (v • v) = 0 at t = t1 and t = t2, we 
may write 

itl (F rad - ~ e2 v) . V dt = 0 
ti 3 c3 

Then it is permissible to identify the radiative reaction force as 

F 2 e2 .. .. 
rad = - - v = mrv 

3 c3 

The modified equation of motion then reads 

m(v - rv) = Fext 

(17.8) 

(17.9) 

Equation (17 .9) is sometimes called the Abraham-Lorentz equation of 
motion. It can be considered as an equation which includes in some 
approximate and time-average way the reactive effects of the emission 
of radiation. The equation can be criticized on the grounds that it is 
second order in time, rather than first, and therefore runs counter to the 
well-known requirements for a dynamical equation of motion. This 
difficulty manifests itself immediately in the so-called "runaway" solutions. 
If the external force is zero, it is obvious that (17 .9) has two possible 
solutions, 

v(t) = (0 tfr ae 
(17.10) 

where a is the acceleration at t = 0. Only the first solution is reasonable. 
The method of derivation shows that the second solution is unacceptable, 
since (v • v) -=I= 0 at t1 and t2. It is clear that the equation is useful only in 
the domain where the reactive term is a small correction. Then the 
radiative reaction can be treated as a perturbation producing slow or 
small changes in the state of motion of the particle. The problem of the 
"runaway" solutions can be avoided by replacing (17.9) by an integro­
differential equation (see Section 17.7). 



[Sect. 17.2] Radiation Damping, Self-Fields, Scattering and Absorption 583 

To illustrate the use of (17.9) to account for small radiative effects we 
consider a particle moving in an attractive, conservative, central force 
field. In the absence of radiation reaction, the particle's energy and angular 
momentum are conserved and determine the motion. The emission of 
radiation causes changes in these quantities. Provided the accelerations 
are not too violent, the energy and angular momentum will change 
appreciably only in a time interval long compared to the characteristic 
period of the motion. Thus the motion will instantaneously be essentially 
the same as in the absence of radiative reaction. The long-term changes 
can be described by averages over the particle's unperturbed orbit. 

If the attractive, conservative, central force field is described by a 
potential V(r), the acceleration, neglecting reactive effects, is 

v = -1 (dV)! (17.11) 
m dr r 

By conservation of energy the rate of change of the particle's total energy 
is given by the negative of the Larmor power: 

dE = _ ~ e2 (v)2 = _ 2e2 (dV)2 
dt 3 c3 3m2c3 dr 

With the definition of,. (17.3) this can be written 

dE = - .:::..(dV\2 (17.12) 
dt m drl 

Since the change in ene1 gy is assumed to be small in one cycle of the orbit, 
the right-hand side may be replaced by its time-averaged value in terms of 
the Newtonian orbit. Then we obtain 

dE ~ _ .:::._ ((dV\2> 
dt m \ drl 

(17.13) 

The secular change in angular momentum can be found by considering 
the vect01 product of {17.9) with the radius vector r. Since the angular 
momentum is L = mr x v, we find 

dL F + _ - = r X ext mTr X V 
dt 

(17.14) 

Since the external force is central, the applied torque vanishes. But the 
radiative torque term can be expressed as 

_ (d2L ·) m7'r x v = ,. - - mv x v 
dt2 

(17.15) 

The angular momentum is assumed to change slowly in time, certainly 
when time is measured in units of r. Consequently it is consistent to 
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omit in (I 7.15) the second derivative of L with respect to t and to sub­
stitute v from the unperturbed equation of motion ( 17.11 ). Then the rate 
of change of angular momentum can be written as 

dL ,-..., T <l dV\ L (17.16) 
dt - m ; dr / 

where a time average over the instantaneous orbit has been performed, as 
in (17.13). 

Equations (17.13) and (17.16) determine how the particle orbit changes 
as a function of time because of radiative reaction. Although the detailed 
behavior depends on the specific law of force, some qualitative statements 
can be made. If the characteristic frequency of motion is w0, the average 
value in (17.16) can be written 

T <1 dV> T 2 2 - - - ,..._, - Jt1Wo = Wo T 

m r dr m 
with some dimensionless numerical coefficient of the order of unity. This 
shows that the characteristic time over which the angular momentum 
changes is of the order of 1/(w0r)w0. This time is very long compared to 
the orbital period 211'f w0, provided w0r <{ 1. Similar arguments can be 
made with the energy equations. 

These equations including radiative effects can be used to discuss 
practical problems such as the moderation time of a mu or pi meson in 
cascading from an orbit of very large quantum number around a 1~ucleus 
down to the low-lying orbits. Over most of the time interval the quantum 
numbers are sufficiently large that the c]assical description of continuous 
motion is an adequate approximation. Discussion of examples of this 
kind will be left to the problems. 

17.3 Abraham~Lorentz Evaluation of the Self-Force 

The derivation of the radiation reaction force in the previous section, 
while plausible, is certainly not rigorous or fundamental. The problem is to 
give a satisfactory account of the reaction back on the charged particle of 
its own radiation fields. Thus any systematic discussion must consider 
the charge structure of the particle and its self-fields. Abraham (1903) 
and Lorentz (1904) made the first attempt at such a treatment by trying to 
make a purely electromagnetic model of a charged particle. Our discussion 
is patterned after that given by Lorentz in his book, Theory of Electrons, 
Note 18, p. 252. 

Let us consider a single charged particle of total charge e with a sharply 
localized charge density p(x) in the particle's rest frame. The particle is in 
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external electromagnetic fields, EextCx, tt BextCx, t). We have seen in 
Sections 6.9 and 11.11 that the rate of change of mechanical momentum 
plus electromagnetic momentum in a given volume vanishes, provided 
there is no flow of momentum out of or into the volume. Abraham and 
Lorentz proposed that the apparently mechanical momentum of a charged 
particle is actually electromagnetic in origin. Then the momentum­
conservation law can be phrased, 

dG = 0 
dt 

or equivalently in terms of the Lorentz force, 

f (pE + ~ J x B) d3x = 0 (17.17) 

In this equation the fields are the total fields, and the integration is over the 
volume of the particle. 

In order that (17.17) take on the form of Newton's equation of motion 

dp - = Fext 
dt 

we decompose the total fields into the external fields and the self-fields E8 , 

B0• due to the particle's own charge and current densities, p and J: 

E = Eext + Es) 

B = Bcxt + B., 
(17.18) 

Then (17.17) can be written as Newton's equations of motion, with the 
external force as 

Fext = f (pEext + ! J X Bext) d3 x 

and the rate of change of momentum of the particle as 

dp = -f (PEs + ! J x Bs) d3 x 
dt ' C ' 

(17.19) 

(17.20) 

Provided the external fields vary only slightly over the extent of the particle, 
the external force ( 17 .19) becomes just the ordinary Lorentz force on a 
particle of charge e and velocity v. 

To calculate the self-force [the integral on the right side of (17.20)] it 
is necessary to have a model of the charged particle. We will assume for 
simplicity that: 

(a) the particle is instantaneously at rest; 
(b) the charge distribution is rigid and spherically symmetric. 
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Our results will then necessarily be restricted to nonrelativistic motions and 
will lack the proper Lorentz transformation properties. These deficiences 
can be remedied later. 

For a particle instantaneously at rest (17.20) becomes 

dp = -f p(x, t)Es(x, t) d3 x 
dt 

(17.21) 

The self-field can be expressed in terms of the self-potentials, A and q>, 
so that 

dp =Ip(x, t)[Vq>(x, t) + ! oA (x, t)] d3x 
dt cat 

(17.22) 

The potentials are given by Aµ = (A, i<l>): 

Aµ(x, t) =II [Jµ(x', t')]rct d3x' 
C R 

(17.23) 

with Jµ = (J, icp) and R = x - x'. 
In (17 .23) the 4-current must be evaluated at the retarded time t'. This 

differs from the time t by a time of the order of 11t r-,..; (a/c), where a is the 
dimension of the particle. For a highly localized charge distribution this 
time interval is extremely short. During such a short 1ime the motion of 
the particle can be assumed to change only slightly. Consequently it is 
natural to make a Taylor series expansion in (17.23) around the time 
t' = t. Since [ lret means evaluated at t' = t - (R/c), any retarded 
quantity has the expansion, 

200 (- 1)'1 (R)n an [ ]ret = -'---- - -_ [ J 
n ! C d(' 

n=O 

(17.24) 

With this expansion for the retarded 4-current in (17.23), expression 
(I 7.22) becomes 

dp = ~ (- 1r Id3xf d3x' p(x, t) ~[p(x', t) VRn-1 + Rn-I 2J(x', t)] 
d t L.. n ! en 2tn c2 2t 

n=O 

Consider the n = 0 and n = I terms in the scalar potential part (the first 
term in the square bracket) of the right-hand side. For n = 0 the term is 
proportional to 

f d3x J d3x:p(x, t)p(x', t) V (~) 

This is just the electrostatic self-force. For spherically symmetric charge 
distributions it vanishes. The n = I term is identically zero, since it 
involves V Rn-1. Thus the first nonyanishing contribution from the scalar 



[Sect. 17 .3] Radiation Damping, Self-Fields, Scattering and Absorption 587 

potential part comes from n = 2. This means that we can change the 
summation indices so that the sum now reads 

where 
a VRn+l 

{ } - J(x' t) + _e (x' t) -----­
- ' ot ' (n + l)(n + 2)Rn-i 

(17.25) 

With the continuity equation for charge and current densities, the curly 
bracket in (17 .25) can be written 

{ } = J(x', t) - R V' • J(x', t) 
n+ 2 

In the integral over d3x 1 we can integrate the second term by parts. We 
then have 

-fdax' Rn-I R V' • J = + 1 fdax, (J • V')Rn-lR 
n+2 n+2 

= -1 fdax' Rn-1(J + (n - 1) J •RR) 
n + 2 R2 

This means that the curly bracket in (17 .25) is effectively equal to 

{ } = (n + l)J(x', t) _ (n - 1)' (J • R)R 
n + 2 n + 2 R2 

(17.26) 

For a rigid charge distribution the current is 

J(x', t) = p(x', t)v(t) 

If the charge distribution is spherically symmetric, the only relevant 
direction in the problem is that of v(t). Consequently in the integration 
over d3x and d3x' only the component of (I 7.26) along the direction of 
v(t) survives. Hence (17.26) is equivalent to 

{ } = p(x', t)v(t)[n + 1 _ n - 1 (R • v)2] 
n + 2 n + 2 Rv. 

Furthermore all directions of R are equally probable. This means that 
the second term above can be replaced by its average value of¼- This 
leads to the final simple form for our curly bracket in (17.25): 

{ } = ip(x', t)v(t) (I 7.27) 
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With (I 7 .27) in (I 7.25) the self-force becomes, apart from neglected non­
linear terms in time derivatives of v (which appear for n > 4), 

(17.28) 

To understand the meaning of (17.28) we consider the first few terms in 
the expansion: 

( dp) = 2 vf d3xf d3x' p(x)p(x') 
dt 0 3~ R 

( dp) = -2 vf d3xf dax, p(x)p(x') = - 2e2 v 
d~l 3~ 3~ 

(17.29) 

('dp) e2 (n+I) n-I 
- r--,--- V a 
dtn n!cn+ 2 

In the third expression a is a length characteristic of the extension of the 
charge distribution of the particle. We note that for n 2 2 the terms in 
the expansion vanish in the limit of a point particle (a-+ 0). Thus for 
very localized charge distributions we need only consider the n = 0 and 
n = I contributions. The n = I term is just the radiative reaction force 
already found in ( 17 .9). It is independent of the structure of the particle, 
depending only on its total charge. Our present derivation can be con­
sidered as placing it on a much more fundamental footing than the treat~ 
ment of Section 17.2. 

The n = 0 term in (17.29) deserves special attention. The double 
integral is proportional to the electrostatic self-energy U of the charge 
distribution, 

(17.30) 

Consequently the n = 0 term can be expressed as 

(dp) = i U v 
dt O 3 c2 

(17.31) 

This has the general form required of a rate of change of momentum. The 
electrostatic self-energy divided by c2 can be identified with the electro­
magnetic mass of the particle: 

u 
m =-e 2 

C 
(17.32) 
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Then Newton's equation of motion for the Abraham-Lorentz model takes 
the form, 

( 4 ). 2e2 
•• F (17 33) ame V - 3 V = ext . 

3c 

provided higher terms in expansion (17.28) are neglected. This is the same 
as (17.9), apart from the factor of -t multiplying the electromagnetic mass. 

17.4 Difficulties with the Abraham-Lorentz Model 

Although the Abraham-Lorentz approach is a significant step towards a 
fundamental description of a charged particle, it is deficient in several 
respects. 

l. One obvious deficiency is the nonrelativistic nature of the model. 
For the reactive force term alone a relativistic generalization can be made 
easily (see Problem 17.4), but that in itself is not sufficient. 

2. The electromagnetic mass enters with an incorrect coefficient in 
(17.33). This is a symptom of improper Lorentz covariance properties 
inherent in the model, as will become clearer in the following section. 

3. If we wish to be able to ignore the higher terms in the self-force 
expansion, we must take a ---+ 0. But the electromagnetic mass is of the 
order (e2/c2a). Hence, in the limit a---+ 0, the mass becomes infinite. If we 
wish to keep the mass of the order of the observed mass m of the particle, 
the extent of the charge distribution must be a,.._, r0, where 

e2 
ro=-

mc2 

For electrons this distance, called the classical electron radius, is 
2.82 x 10-13 cm. Although this is very small, motions can be envisioned 
as sufficiently violent that for such a finite extent the higher terms in the 

_.expansion would become significant.* Thus, if the particle has a finite 
extent, the truncated theory must be considered as only an approximate 
description. 

4. The localized charge distribution must have forces of nonelectro­
magnetic character holding it stable. Thus the idea of a purely electro­
magnetic model for matter must be abandoned within the framework of 
Maxwell's equations and special relativity. We know of strong, non­
electromagnetic forces in nature. But at the present time the internal 

( a d 01+2v/dn+lv) * Successive terms in the expansion are in the ratio - -- -- . This means cdtn+z dtn+l 

that the motion must change appreciably in a time interval (a/c). With a ,...., e2/mc2 , this 
time interval is just T, given by (17.3). We thus return to the same criterion as before. 
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structure of particles is largely unknown. The only exceptions are the 
electromagnetic structures of the neutron and proton. These have been 
explored by high-energy electron scattering, assuming that the electrons 
are point particles with no structure and that no changes occur in electro­
dynamics at the small distances involved. It is found that the distributions 
of charge and magnetic-moment densities extend over distances of the 
order of (0.5-1.0) X 10-13 cm.* This is somewhat smaller than, but of 
the same order as, the classical electron radius r0• The reader is cautioned, 
however, against attributing any deep significance to this occurrence. The 
structure of an elementary particle is very much a quantum-mechanical 
phenomenon. Of much greater relevance as a length parameter for the 
neutron and proton size is the Compton wavelength (lif m-rrc ,-...J 1.4 x 10-13 

cm) of the pi meson, which acts as the quantum of the nuclear force field 
in the same way as the photon acts as the quantum of the electromagnetic 
field.t 

Nonelectromagnetic forces imply a contribution m0 to the mass of a 
particle from such forces. Within the framework of the Abraham-Lorentz 
model as discussed so far, this additional mass merely appears as an added 
coefficient of the acceleration in (17 .33). 

17.5 Lorentz Transformation Properties of the Abraham-Lorentz Model; 
Poincare Stresses 

The troublesome and puzzling factor of-tin the inertia of electromagnetic 
energy was first found by J. J. Thomson (1881). To see its origins clearly 
we will consider the electromagnetic self-energy and momentum of the 
Abraham-Lorentz model, rather than the equation of motion. In Sections 
6.9 and 11.11 we considered the conservation laws of energy and 
momentum. There we interpreted the fourth column (or row) of the stress­
energy tensor Tµ.., (11.134) as the momentum and energy densities of the 
electromagnetic field. For our model of a charged particle it is therefore 
natural to identify the electromagnetic self-energy and momentum as the 
appropriate volume integral of the self stress-energy tensor Tµ.., of the 
self-fields. Thus the particle's energy-momentum is defined as 

(17.34) 

* For a discussion of these experiments, see the article by R. Hofstadter. Ann. Rev. 
Nuclear Sci., 7, 231 (1957). 

t The fact that (lifm1rc) ~ ½(e2/mec2), corresponding to the pi-meson mass being 
2 x 137 times the electron mass, is another of these numerological coincidences which 
may ultimately have some deep significance. 
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where the integral is taken over all space. Written out separately, the 
electromagnetic energy and momentum are 

Ee =f d 3x T44 = f d 3x U 8 

(17 .35) 

where us and g 8 are the self-energy and momentum densities. 
In the rest frame of the particle definitions (17.35) reduce to Pe = 0 

(since g8 = 0 identically) and 

Ee= f d3x<O) T~) = U (17.36) 

The superscript (O) means rest frame of the particle; U is the electrostatic 
self-energy (I 7.30). 

From these values of energy and momentum in the rest frame we wish 
to obtain the corresponding values in a different Lorentz frame and so 
exhibit the transformation properties. Let the electromagnetic energy­
momentum in a reference frame moving with velocity -v relative to the 
rest frame be given by (17.34). In that Lorentz frame the charged particle 
is moving with velocity v. In order to express (17.34) in terms of rest­
frame quantities we must transform the integrand. Since y d3x is a Lorentz 
invariant volume element, we have y d3x = y<0i d3x<0J = d3x<0J. The 
tensor Tµv transforms according to (11.88). Thus (I 7.34) can be written 

p = _i_ a a fd3x(O) r<0) µ µJ.. 4a la 
ye 

With the velocity v chosen parallel to the x3 axis for convenience, the 
inverse of ( 11. 7 5) can be used for a µv· Then it is easy to show that the 
energy and momentum are 

Ee = y f d3/ 0) [T~> - /J2T3~>] 

cpe = y/3 f d3x(O) [Tjf> - 7;~>] 
(17.37) 

These results differ from the expected ones by the added terms involving 
the Maxwell self-stress T~g>. Thus we reach the conclusion that the 
electromagnetic contributions to a particle's energy and momentum do not 
transform properly unless the self-stress vanishes in the rest frame. For 
the Abraham-Lorentz model it is evident that the self~stress does not 
vanish. In fact, with the assumption of spherical symmetry, the vanishing 
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of the trace of T 1111 (11.136) can be used to show that the self-stress contri­
bution to the momentum in (17.37) is just one-third of the contribution 
from the self-energy, leading to the factor½ which appears in (17.31), even 
for nonrelativistic velocities. 

The improper Lorentz transformation properties implied in (17.37) 
stem from the nonvanishing of the Maxwell self-stress. On the other 
hand, the existence of the self-stress is a consequence of the instability of a 
charge distribution interacting by electromagnetic forces alone. To say 
that the Maxwell stresses are nonvanishing is merely another way of saying 
that electrostatic forces tend to push apart the various segments of the 
localized charge distribution. A stable configuration of matter is one in 
which the total stress, due to all kinds of forces, vanishes. 

In 1906 Poincare saw that he could remove two of the difficulties of the 
Abraham-Lorentz model simultaneously by postulating appropriate non­
electromagnetic forces, called Poincare stresses, which would compensate 
for the Maxwell stresses, producing stability of the charged particle and 
making the total self-stress vanish in the rest frame. Thus we can intro­
duce a nonelectromagnetic stress-energy-momentum tensor P µ,,, which is 
added to the electromagnetic tensor Tµv to give the total stress-energy­
momentum tensor, 

Sµv = Tµv + Pµv (17.38) 

Then the particle's energy-momentum 4-vector is defined by 

Pµ = ~ f d3x Sµ4 (17.39) 

instead of (I 7 .34). This has the correct Lorentz transformation properties 
if, in the rest frame of the particle, the Poincare tensor has the form, 

p{O) 
11 

p(O) 
12 

p(O) 
13 0 

P(O) P(O) p(O) 0 
p(O) = 21 22 23 

(17.40) µv 
p<o) p<o) P(O) 0 :n 32 33 

0 0 0 p(O) 
44 

and furthermore that 

f P!~> d3x<0> = - f 7;)0) d3x<0> (17.41) 

This last statement is just the mathematical requirement that the attractive 
Poincare stresses balance out the repulsive electrostatic forces to give 
stability. 

The Poincare model shows that it is not allowab]e to break up the 
self-energy or mass into an electromagnetic contribution and other 
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co~tributions because the separate parts behave differently under Lorentz 
transformations. Only the total self-energy or mass, 

m = :2 f [T4~> + Pif] d3x(O) (17.42) 

has physical meaning. 
The postulate of Poincare simultaneously gives the proper Lorentz 

transformation properties to the particle's total energy and momentum 
and provides stability for the particle's charge distribution. It can therefore 
be thought an acceptable solution to the problem within the limitations of 
classical theory. The origins and fundamental nature of the Poincare 
stresses are, of course, unknown. The stresses were merely postulated to 
meet the obvious experimental facts that charged particles do exist as 
stable entities with well-established transformation properties for their 
energies and momenta. Since classical electrodynamics cannot within 
itself provide a mechanism for vanishing self-stress, we are forced to go 
outside that framework. 

In quantum electrodynamics (strictly, the theory of the interaction of 
photons with negatons and positons, rather than all charged particles) 
essentially the same difficulties appear, although in a rather different guise. 
The theory deals with point charged particles having "bare" charge ±e0 

and "bare" mass m0• The particles, as well as the electromagnetic field, 
are described by a quantized field. Thus the quantum theory describes 
the interaction of two fields, while the classical theory involves one field 
interacting with ''matter.'' 

When the electromagnetic self-energy of a particle is calculated, the 
result is infinite because of the assumption of point particles. But the 
singularity is logarithmic, 

m~11) ,-...; e2 m In(...!!._) 
nc mca 

compared to the linear singularity in the classical result, 
2 

(c) e m ,,_,_ 
e ac2 

Here a is the length parameter which tends to zero for point particles. The 
reduction of the singularity from linear to logarithmic is a consequence of 
cancellations which arise from the different contributions involving the 
electromagnetic :field and the negaton-positon field. In addition, the 
negaton-positon field gives rise to an effect not found in the classical 
theory-an infinite contribution to the charge of a particle. These contri­
butions to the mass and charge of a particle are absorbed into the observed 
mass and charge by attributing suitable Lorentz transformation properties 
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to the infinite integrals which represent them. This procedure is known as 
renormalization. It is successful because (a) it can be done in a Lorentz 
covariant manner, (b) it involves a finite number of quantities to be 
renormalized (actually three-mass, charge, and wave function), and (c) 
it leaves a well-defined theory with which to calculate. The calculated 
values of small radiative effects, such as the Lamb shift and the anomalous 
magnetic moment of the electron, are found to be in complete agreement 
with experiment. The accuracy involved is of the order of 1 part in 106 or 
107• 

In the quantum-mechanical calculation of the self-stress, ambiguities 
also arise because of the presence of infinite integrals. One method of 
handling this problem is to exploit the connection between the vanishing 
of the divergence of the stress tensor and the 4-vector character of energy­
momentum (see Problem 11.13). Calculation of the electrodynamic 
contributions to the divergence of the stress tensor and to the self-stress 
shows that the same infinite integrals appear in each. Conservation of 
energy and momentum demands that the additions to the divergence of the 
stress tensor be zero. Hence the infinite integrals there must be formally 
put equal to zero. Since the same integrals appear in the self-stress, it may 
be said to vanish because of conservation of energy and momentum. An 
alternative method involves formally adding one or more vector fields in 
interaction with the particle in addition to the electromagnetic field, with 
the coupling constants (charges) chosen so that the contributions of the 
added fields to the self-stress and the divergence of the stress tensor cancel 
the electrodynamic parts.* Although rather different in detail, this method 
of making the self.stress vanish is in essence similar to the classical, 
mechanistic postulate of Poincare. 

17.6 Covariant Definition of the Electromagnetic Self-Energy and 
Momentum of a Charged Particle 

The discussion of the previous section has one puzzling aspect. Classical 
electrodynamics is a properly covariant theory. Hence we might rightfully 
expect that a correct calculation of any quantity shou]d not violate the 
requirements of Lorentz covariance. In the Abraham-Lorentz-Poincare 
model we seem to have such a violation. A noncovariant electromagnetic 
contribution to the self-energy or momentum of a charged particle is 
balanced out by a noncovariant contribution from the Poincare stresses, 
so that the result is properly covariant. 

* For a discussion of these quantum-mechanical approaches, see S. Borowitz and 
W. Kohn, Phys. Rev., 86, 985 (1952). 
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One might argue, as we did in Section 17.5, that, if nonelectromagnetic 
cohesive forces are necessary to create a stable entity of localized charge 
and associated self-fields, then only the total forces and stresses have 
physical meaning. Nevertheless it is legitimate to ask whether the purely 
electromagnetic contributions to the self-energy and momentum can be 
defined to have the proper Lorentz transformation properties. This not 
only would be esthetically pleasing, but also would have the added virtue 
of separating. at least formally, the Lorentz transformation properties and 
the question of stability. 

The task of defining a 4-vector representing the electromagnetic self­
energy-momentum is straightforward. We merely create a 4-vector which 
reduces to the electrostatic self-energy (17.36) in the particle's rest frame.* 
Clearly we must take the scalar product Tµv with some 4-vector n,, in order 
to get a 4-vector. Then we must use the invariant volume element y d3x. 
Hence the covariant generalization of (17.36) is 

Peµ=~ f d3x Tµvnv (17.43) 

where n,. is a 4-vector which has components (0, i) in the rest frame. From 
the Lorentz transformation (11.75) it is easy to see that the general form 
of n,, is 

n, = (r;, tr) (17.44) 

Written out in terms of energy and momentum densities and the Maxwell 
stress tensor, the self-energy and momentum are 

E6 = y2 f tPx(u - V • g) 
~ 

Pe= r2f d3x(g + v ~2T) 
(17.45) 

These expressions differ from the Abraham-Lorentz forms (17.35) by the 
+--), 

added terms in -v • g and (v • T)/c2, apart from factors of y2. 

The physical meaning of these covariant definitions of E6 and Pe can be 
found in the following argument. Consider the self-energy. One may 
argue that the proper quantity to identify as the electromagnetic self-energy 
of a localized distribution of charge in motion is not the total field-energy 
content, but rather that energy diminished by the work done by the 
electromagnetic forces (Maxwell stresses) which are eventually balanced 

"'This seems to have been done first by B. Kwal, J. phys. radium, 10, 103 (1949). See 
also F. Rohrlich, Am. J. Phys., 28,639 (1960). 
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out by some nonelectromagnetic forces. In the rest frame of the particle 
these electromagnetic forces do no work. Then the self-energy is given by 
the Abraham~Lorentz result (17.36), But in the moving frame the rate of 
doing work by these forces is Jv • (og/ot) d3x, neglecting factors of y which 
are unimportant for the physical argument. The time integral of this rate 
is just the term subtracted from the total field energy in (I 7.45). Similarly, 
the Maxwell-stress term in the momentum (17.45) represents the negative 
of the momentum contribution from the transport of purely electromag­
netic stresses. 

Since the energy-momentum (17.45) was constructed to be a 4-vector, 
there is no need to make an explicit verification of that fact. But it is 
nevertheless interesting to see the factor oft in the momentum removed. 
In the nonrelativistic limit, the self-magnetic field is given by 

(17.46) 

Then the first term in the momentum (17.45) is 

Pet ~ f g d3x ~ ~c2 f Es X (v X E8) d3x 

or 

Pet'.:::'. 4:c2 f [ Es2v - (Es• v)Es] dax (17.47) 

This is the Abraham-Lorentz momentum. If the field is assumed spherically 
symmetric, the second term can be averaged over angles to give one-third 
of the first term, leading to ½(U/c2)v, as already discussed below (17.37). 

The second term in the momentum is 

Pe2 ~ : 2 f V ·T d3x ~ 4~c2 f [(v • E8)E8 - ½E8
2V] d3x (17.48) 

With no assumption about spherical symmetry, the sum of (17.47) and 
(17.48) is 

Pe= Pel+ Pe2 = BV 2 fE/ d3x = ~ V (17.49) 
7T'C C 

as expected from Lorentz covariance. 
The modified definitions (17.45) allow one from a formal point of view 

to obtain manifestly covariant expressions for the electromagnetic self• 
energy and momentum, without reference to other types of forces or 
questions of stability. We have seen, however, that the covariant forms 
are obtained by omitting the work done or the momentum generated by the 
electromagnetic forces which must eventually be canceled by the attractive 
nonelectromagnetic forces necessary for stability. Hence, at least for an 
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extended classical charge distribution, it is a matter of taste whether the 
Poincare approach is completely satisfactory or whether one demands 
that the various contributions to the self-energy and momentum be defined 
to be separately covariant. 

An apparently different, but closely related, solution to the lack of 
covariance implied by the appearance of the factor -t in the Abraham­
Lorentz force equation (17.33) was made by Fermi* in 1922, when he 
demonstrated that a covariant application of Hamilton's principle led to 
an appropriate modification of the self-force (17.20) so that a factor of 
unity is obtained, instead off. A discussion similar in some respects to 
that given here was presented by Wilson. t 

17. 7 Integrodilferential Equation of Motion, Including 
Radiation Damping 

In Section 17.2 the Abraham-Lorentz equation (17.9) was discussed 
qualitatively. It was pointed out that, if the radiative effects were con­
sidered as small in some sense, a scheme of successive approximations 
could be used to describe the motion. Nevertheless, the equation in its 
differential form contains unphysical behavior [e.g., solution (17.10)] 
because it is higher order in time differentiation than a mechanical 
equation of motion should be. It is desirable to have an equivalent equa­
tion of motion which is of the correct order, has no grossly unphysical 
solutions, and exhibits the successive approximations aspect in a natural 
manner. The discussion will be limited to nonrelativistic motion, although 
the generalization to fully relativistic motion is not difficult. 

The guiding principle in converting (17.9) into an equivalent equation of 
motion is that the new equation should have solutions which evolve 
continuously into those for a neutral particle in the limit as the charge of 
the particle tends to zero. The smaller the particle's charge, the smaller the 
self-fields, and the smaller the radiative effects, other things being equal. 

If the external force is thought of as a given function of time, (17.9) can 
be integrated once with respect to time by use of an integrating factor. 
We put 

Then we find from (17 .9) that 

mu = - l e-t/TF(t) 
T 

* E. Fermi, Physik. Z., 23, 340 (1922), or Atti accad. nazl. Lincei Rend., 31, 184, 306 
(1922). 

t W. Wilson, Proc. Phys. Soc. (London), A48, 376 (1936). 
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The first integral is therefore 
t/'Tf.0 mv(t) = ~ e-t'/TF(t') dt' 
T t 

(17.50) 

The minus sign of the preceding line has been absorbed by making the 
lower limit of the integral the indefinite one. The constant of integration 
C is to be determined on physical grounds. 

The integrodifferential equation of motion ( 17. 50) differs from customary 
mechanical equations of motion in that the acceleration of the particle at 
any time depends, not on the instantaneous value of the force acting, but 
on a weighted time average of the force. The presence of the factor e-<t' -t)/r 

means that only a small time interval of order -r is involved. Since -r ex: e2, 

that time inteti~al becomes vanishingly small as e2 ~ 0. Then we demand 
that the equation of motion become Newton's equation, mv(t) = F(t). 
This is accomrllished by choosing the upper limit on the integral in (17.50) 
as infinity. Td see the behavior in detail, we introduce a new variable of 
integration, 

s = .!..(t' - t) 
T 

Then (17 .50) can be written 

mv(t) = J.~e-'F(t + -rs) ds (17.51) 

If the force is slowly varying in time (measured in units of -r), a Taylor's 
series expansion around s = 0 can be expected to converge rapidly. Thus 
we write 

(17.52) 

On substitution into (17.51) this gives 

'() 2cx, n dnF(t) mv t = -r 
dtn 

(17.53) 
n=O 

In the limit -r ~ 0 only then = 0 term in the series survives. Then one 
has the ordinary equation of motion of an uncharged particle. The higher 
terms represent radiative corrections for a charged particle, terms which 
are important only if the force varies in time sufficiently rapidly. 

The integrodifferentiaJ equation (17.51) can be regarded as a physically 
reasonable replacement for the Abraham-Lorentz equation of motion 
(17.9). All solutions of (17.51) satisfy (17.9). But unphysical "runaway•~ 
solutions, such as (17.10), do not occur. Equation {17.51) still has certain 
peculiarities. The chief of these is its violation of the traditional concept 
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Fig. 17.1 .. Preacceleration" of 
charged particle. 

t~ 

of causality. It is evident from (17.51) that the acceleration at time t 
depends on the force acting at times later than t. This is contrary to our 
ideas of cause and effect. Figure 17.1 shows a typical example of such 
acausal behavior. A constant force is applied to the particle for times 
t > 0. The equation of motion predicts "prcacceleration" before the 
force is "actually" applied. 

To understand whether such effects are in contradiction to known facts 
we must consider the time scale involved. The acausal effects are limited 
to time intervals of the order of T ,....,_, e2/mc3 ,._, 10-24 sec. This is the time it 
takes light to travel a distance of the order of the "'size,, of elementary 
particles. Such a short time interval is impossible to detect by macroscopic 
means. Forces, for example~ cannot be turned on and off at a particle with 
the rapidity indicated in the figure. Hence the lack of causality inherent 
in (17.51) cannot be observed in the laboratory. We describe this state of 
affairs by saying that, while (17.51) implies lack of microscopic causality, 
the model satisfies the requirements of macroscopic causality. Another 
important point is that the model is a classical one which surely fails at 
distances and times much greater than e2/mc2 and T. As a consequence of 
the uncertainty principle the turning on of an external force in a time interval 
fl.tis accompanied by uncertainties in energy of the order of liE ,....,_, li/fl.t. 
If these energy uncertainties are of the order of the rest energy mc2 of the 
particle, the behavior will be far from classical. This sets a quantum­
mechanical limit on the time intervals, -rq r-w n/mc2 r,..; 137-r. Since -r11 ► -r, 

we reach the conclusion that in the domain where the classical equation is 
expected to hold the motions are sufficiently gentle that (1) acausal effects 
are of very minor importance, and (2) radiative reaction causes only small 
corrections to the motion. 

If the applied force F is given as a function of position rather than time, 
the solution of the integrodifferential equation becomes somewhat more 
involved, although no different in principle. 



600 Classical Electrodynamics 

17 .8 Line Breadth and Level Shift of an Oscillator 

The effects of radiative reaction are of great importance in the detailed 
behavior of atomic systems. Although a complete discussion involves the 
rather elaborate formalism of quantum electrodynamics, the qualitative 
features are apparent from a classical treatment. As a typical example we 
consider a charged particle bound by a one•dimensional linear restoring 
force with force constant k = mwl. In the absence of radiation damping 
the particle oscillates with constant amplitude at the characteristic fre­
quency w0. When the reactive effects are included, the amplitude of 
oscillation gradually decreases, since energy of motion is being converted 
into radiant energy. 

If the displacement of the charged particle from equilibrium is x(t), the 
equation of motion (17.51) for this problem is 

£(t) + ,,,.•f.00,-•x(t + rs) ds = 0 (17.54) 

Since the solution when T = 0 is x(t) ,_, e-iwot, it is natural to assume a 
solution of the form, 

x(t) = x0e-i2t (17.55) 

We anticipate on physical grounds that the imaginary part of oc will be 
closely equal to w0, at least for w0T ~ 1, but that oc will have a positive 
real part to describe the dissipative effect of the emission of radiation. 
When (17.55) is substituted into (17.54), there results a cubic equation for oc: 

-roc3 + oc2 + w02 = 0 (17.56) 

There are three roots for oc; two are complex conjugates and one is reaJ. 
The real root is always negative and must be discarded [it corresponds to 
the "runaway" solutions of (17.9)]. The two physically meaningful roots 
can be exhibited in closed form for arbitrary -r and w0, but the formula is 
sufficiently involved that it is of little value except for numerical computa­
tion. We are interested in the range of parameters. where w0'T < 1. Then 
it is a simple matter to show directly from (17.56) that, correct to order 
( w0-r )2 inclusive, i:x is given by 

where 

IX = r ± i( Wo + Aw) 
2 

/;l(t) = -iw/T2 

(17.57) 

The constant r is known as the decay constant, while !:lco is called the 
level shift. 
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Fig. 17.2 Broadening and 
shifting of spectral line be­
cause of radiative reaction. 
The Lorentz; line shape has 
width r. The level shift is dco. Wo 

w--

The energy of the oscillator decays exponentially as e-n because of 
radiation damping. This means that the emitted radiation appears as a 
wave train with effective length of the order of c/r. Such a finite pulse of 
radiation is not exactly monochromatic but has a frequency spectrum 
covering an interval of order r. The exact shape of the frequency spectrum 
is given by the square of the Fourier transform of the electric field or the 
acceleration. Neglecting an initial transient (of duration T), the amplitude 
of the spectrum is thus proportional to • 

J: 00 • 1 E(w) ,._, e-a.teiwt dt = . 
O (X - lW 

The energy radiated per unit frequency interval is therefore 
I, 1 

~~=~----------
21r (w - Wo - /::,,w)2 + (r/2)2 

(17.58) 

where /0 is the total energy radiated. This spectral distribution is called a 
Lorentz line shape. The width of the distribution at half-maximum 
intensity is called the half-width or line breadth and is equal to r. Shown 
in Fig. 17.2 is such a spectral line. Because of the reactive effects of radia­
tion the line is broadened and shifted in frequency. 

The classical line breadth for electronic oscillators is a universal 
constant when expressed in terms of wavelength: 

~i = 21r _E_ r = 21rc'T = 1.2 x 10- 4 A 
w/ 

Quantum mechanically the natural widths of spectral lines vary. In order 
to establish a connection with the classical treatment, the quantum­
mechanical line width is sometimes written as 

rq = hir 
where f:£1 is the "oscillator strength" of the transition (i _,.. j). Oscillator 
strengths vary considerably, sometimes being nearly unity for strong 
single-electron transitions and sometimes much smaller. 
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The classical level shift Llw is smaller than the line width r by a factor 
w0T ~ 1. Quantum mechanically (and experimentally) this is not so. 
The reason is that in the quantum theory there is a different mechanism 
for the level shift, although still involving the electromagnetic field. Even 
in the absence of photons, the quantized radiation field has nonvanishing 
expectation values of the squares of the electromagnetic field strengths 
(vacuum fluctuations). These :fluctuating fields (along with vacuum 
fluctuations in the negaton-positon field) act on the charged particle to 
cause a shift in its energy. The quantum-mechanical level shift for an 
oscillator is of the order of 

~w (mc2) __ Q ,__, w0r log -
Wo nw0 

as compared to the classical shift due to emission of radiation, 

lliwcl ,_ (woT)2 
Wo 

The quantum-mechanical level shift is seen to be comparable to, or greater 
than, the line width. The small radiative shift of energy levels of atoms 
was first observed by Lamb in 1947* and is called the Lamb shift in his 
honor. A readable account of the quantum-theoretical aspects of the 
problem, requiring only a rudimentary knowledge of quantum field 
theory, has been given by Weisskopf.t 

17 .9 Scattering and Absorption of Radiation by an Oscillator 

The scattering of radiation by free charged particles has been discussed 
in Sections 14.7 and 14.8. We now wish to consider the scattering and 
absorption of radiation by bound charges. The first example chosen is the 
scattering of radiation of frequency w by a single nonrelativistic particle of 
mass m and charge e bound by a spherically symmetric, linear, restoring 
force mw02x. Because we will be dealing with steady-state oscillations, it 
is allowable to employ the Abraham-Lorentz equation (17.9), rather than 
the integrodifferential form (17.51). Then the equation of motion is 

m(x - TX + Wo2X) = F(t) 

If we wish to allow for other dissipative processes ( corresponding quantum­
mechanically to other modes of decay besides photon emission), we can 
add a resistive term (mr'x) to the left-hand side, r' being a decay constant 

* W. E. Lamb and R. C. Retherford, Phys. Rev., 72, 241 (1947). 
t V. F. Weisskopf, Revs. Modern Phys., 21, 305 (1949). 
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with dimensions of frequency which measures the strength of the non­
electromagnetic dissipative effects. The incident electromagnetic field 
provides the driving force. In the dipole approximation the equation of 
motion then becomes 

.. r'· ... 2.._ e E -iwt x + x - TX + m0-x = - E 0e (17.59) 
m 

where E0 is the electric field at the center of force, and E is the incident 
polarization vector. The steady-state solution is 

(17.60) 

where 

r,(w) = f' + (;Jr (17.61) 

is called the total decay constant or total width. The radiative decay 
constant is r = ro02T. 

The accelerated motion described by (17.60) gives rise to radiation 
fields. From (14.18) the radiation electric field is 

Erad = !!... ! [n X (n X :i)]ret 
c2 r 

Consequently the radiation field with polarization£' is given by 

, e2 Eoe-iwtikr (E. E') 
E • Erad = - w2-~---- --

mc2 rol - w2 - iwrt r 
(17.62) 

From definition (14.101) of differential-scattering cross section we find 
that the cross section for scattered radiation of frequency w and polariza­
tion e.' is 

da(w, E') = re.'• Erad 2 = ( e2 )\E. £')2 [ w4 ] 
dQ Eo mc2 (wo2 - w2)2 + w2rl 

(17.63) 

The factor multiplying the square bracket is just the Thomson cross 
section for scattering by a free particle. 

For frequencies very small compared to the binding frequency (w < w0) 

the cross section reduces to 

da(w~ E') = (L)\£. E')2(!!!_) 4 (17.64) 
dQ mc2 w0 

The scattering at long wavelengths is thus inversely proportional to the 
fourth power of the wavelength. This is the Rayleigh law of scattering. 
As mentioned in Se.ction 16.9, it is a general property of all systems 
possessing an electric dipole polarizabi1ity. 
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For frequencies near the binding frequency w0 the scattering becomes 
very great, showing a typical resonance behavior. In the neighborhood 
of the resonance the cross section can be approximated by 

da(m, €') 9 Ao2 r2 ( I 2 

dD. r-.J 16 (w - Wo)2 + crt/2)2 £. £) 
(17.65) 

where ..t0 = (c/w0) is the wavelength (divided by 2-rr) at resonance, r = w0a.,. 
is the radiative decay constant, and rt ~ r + r'. If a sum is taken over 
scattered polarizations and an integration is made over all angles, there 
results a total scattering cross section, 

(J (w) _, 3'17" }- 2 r2 ) 
SC - 2 '"() (w - Wo>2 + (l\/2)2 (17.66 

This exhibits the typical Lorentz line shape with half-width given by r 1 and 
peak cross section, 

O'sc( Wo) = 6'r Ao'( ~y ( 17 .67) 

At high frequencies ( w }> w0 ) the cross section (17.63) approaches the 
Thomson free-particle value, apart from a factor (1 + w2T2)-1 due to 
radiation damping. In the classical domain this factor can be taken as 
unity: WT,,_, 1 corresponds to photons of energies nw ,-..,.J 137mc1. 

Quantum effects become important when liw ,,_, mc2, as discussed in 
Sections 14. 7 and 17. 7. 

Figure 17.3 shows the scattering cross section over the whole classical 
range of frequencies. 

The sharply resonant scattering at w = w0 is called resonance fluores­
cence. Quantum mechanically it corresponds to the absorption of 
radiation by an atom, molecule, or nucleus in a transition from its ground 

1 
a -... 
~UI 

2 (r)2 - - - - fririo 'ft 

w------,,.. 

Fig.17.3 Total cross section for the scattering of radiation by an oscillator as a function 
of frequency. <Ip is the Thomson free-particle scattering cross section. 
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state to an excited state with the subsequent re-emission of the radiation in 
other directions in the process of de-excitation. The factor 6'TfJ:02 in the 
peak cross section is replaced quantum mechanically by the statistical 
factor, 

where Jg and Jea: are the angular momenta of the ground and excited 
states, and 47TAi}2 is the maximum allowable scattering for any single 
quantum state. The remaining factors represent a sum over all final 
magnetic substates and an average over initial ones, the factor 2 being the 
statistica] weight associated with the incident radiation's polarizations. 
The classical result corresponds to Ju = 0 and Je/JJ = 1. 

The absorption of radiation, as distinct from scattering, has already 
been discussed for an oscillator in Section 13.2. The driving fields there 
were those of a swift, charged particle, but the treatment [from equation 
(13.15) to (13.24)] was general enough to allow direct transcription. The 
only differences are that the r of Section 13.2 is to be replaced by rt 
(17.61), and the incident electric field is to be taken as essentially mono­
chromatic. From (13.24) we find that in the dipole approximation the 
energy absorbed per unit frequency interval is 

dE _ e2 E w 2 2oirt 
d - I o< )I ( 2 2)2 + 2r 2 w m w0 - w w t 

(17.68) 

The absorption cross section can be defined as the energy absorbed per unit 
frequency interval divided by the incident energy per unit area per unit 
frequency. The incident flux is (c/21r)IE0(w)!2 . Consequently the absorp­
tion cross section is 

e2 olrt 
G'abs(w) = 41r - 2 2 2 2 2 (17.69) 

me (wo - w ) + w rt 

Using the definition of r = wl-r, this can be written 

( '}- 2 ro2rrt 
O'abs w) = fuT110 2 2 2 2 2 

( ro0 - W ) + W r i 
(17.70) 

In the three regions, w ~ w0, w ,_, w0, w ► w0, the cross section can be 
approximated as 

aabs(w) (17.71) 
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We see that near the resonant frequency w0 the absorption cross section 
has the same Lorentz shape as the scattering cross section, but is larger by 
a factor rt/r. At high frequencies rt___,.. w2r, so that the absorption cross 
section approaches the constant Thomson value (we have again ignored 
WT compared to unity). 

The absorption cross section is sometimes called the total cross section 
because it includes all processes, scattering as well as other dissipative 
effects described by I''. To obtain the absorption cross section we merely 
calculated the energy absorbed by the oscillator, without asking whether 
it was re-emitted as radiation or dissipated in some other way. The cross 
section for processes other than scattering is called the reaction cross 
section, o'r(w). It can be calculated simply by taking the difference between 
the total cross section and the scattering cross section integrated over 
angles. All three cross sections can be written in a suggestive form 
based on (17. 70): 

') 

asc(w) 
m- r 
w2 

0 

(17.72) 

O'abs(w) 

The resonant denominator is the same for all three cross sections. The 
radiative process is proportional to (w2/w0 2)r = w2-r. The other dissipative 
processes (reactions) are proportional to r'. The common factor ( w2/w02)r 
represents the incident radiation. For scattering a second factor (w2/w02)r 
appears, while for reactions a factor r' appears. The absorption or total 
cross section involves the total width rt· This characteristic product of 
decay constants or widths appropriate to the initial and final states of the 
process also occurs quantum mechanically in the theory of resonance 
reactions. 

The integral over all frequencies of the absorption cross section, 
neglecting the radiative scattering, yields a relation called the dipole sum 
rule. Neglect of the scattering is equivalent to the assumption that the 
width rt in (17.70) is a constant, independent of frequency. The integral of 
aabsC w) over all frequencies in this approximation is then easily shown to be 

l co 27T2e2 

O'abs(w) dw = --
o me 

(17.73) 

We note that the sum rule depends on the charge and mass of the particle, 
but not on other detailed properties, such as w 0 and I''. It is equivalent to 
expression (13.26) for the total energy absorbed by the system from the 
passing fields. 
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The dipole sum rule is a general statement that is true both classically 
and quantum mechanically, no matter how complicated the response of 
the system to the incident radiation as a function of frequency. It depends 
only on the two physical requirements that (a) the normal modes of oscil­
lation of the system must decay in time (even if very slowly) because of 
ever-present resistive losses, and (b) at high frequencies binding effects are 
unimportant and the particle responds as if it were free (see Problem 17.8). 

For a system of independent particles with charges e, and masses m1 

bound to a fixed center the sum rule has an obvious generalization, 

Joo 21r2 ~ e,2 
O'abs( W) dw = - L,_ -'­

o C ; m; 
(17.74) 

If the particles are bound together by mutual interactions, the center of 
mass motion must be removed. It is easy to show that this is accomplished 
by subtracting from the sum in ( 17. 74) a term ( Q2 / M), where Q is the total 
charge of the sjstem of particles and M the totaJ mass. For a nucleus with 
Z protons and N ( = A - Z) neutrons, the sum rule then becomes 

J: 00 21r2e2 (NZ) O'abs(w) dw = -- --
o me A 

(17.75) 

where e is the protonic charge, and m is the mass of one nucleon.* 

REFERENCES AND SUGGESTED READING 

The history of the attempts at cla~ical models. of charged particles and associated 
questions is treated in interesting detail by 

Whittaker. 
The ideas of Abraham, Lorentz, Poincare, and others are presented in lucid and elegant 
fashion by 

Lorentz, Sections 26-37, 179-184, Note 18. 
Lorentz's discussion seems old fashioned by our standards, but is a model of clear 
physical thinking for its time. 

Clear, if brief, treatments of self-energy effects and radiative reaction are given by 
Abraham and Becker, Band II, Sections 13, 14, 66, 
Landau and Lifshitz, Classical Theory of Fields, Section 9.9, 
Panofsky and Phillips, Chapters 20 and 21, 
Sommerfeld, Electrodynamics, Section 36. 

A relativistic classical point electron theory was first developed by 
P. A. M. Dirac, Proc. Roy Soc., A167, 148 (1938}. 

* Actually the sum rule for the nuclear photoeffect has an added factor (1 + x), 
where x ,_ ½ is the contribution due to exchange forces in the nucleus. A physical way 
to understand this increase is to think of the exchange forces as caused by the transfer of 
virtual charged pi mesons between nucleons. These virtual charged mesons contribute 
to the total nuclear current. Since their e/m ratio is larger than that of the nucleons, they 
cause an increase of the sum rule over its ordinary value (17.75). 
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The integrodifferential equation of motion {17.51) seems to have been first written down 
by 

Iwanenko and Sokolow, Section 35. 
Many aspects of the relativistic classical theory are discussed by 

Rohrlich, 
F. Rohrlich, Am. J. Phys., 28, 639 (1960). 

Examples of the solution of the integrodifferential equation of motion are given by 
G. N. Plass, Revs. Modern Phys., 33, 37 (1961). 

PROBLEMS 

17.1 A nonrelativistic particle of charge e and mass m is bound by a linear, 
isotropic, restoring force with force constant mw02. 

Using (17.13) and (17.16) of Section 17.2, show that the energy and 
angular momentum of the particle both decrease exponentially from their 
initial values as e-rt, where r = ro02-r. 

17.2 A nonrelativistic electron of charge -e and mass m bound in an attractive 
Coulomb potential (-Ze2/r) moves in a circular orbit in the absence of 
radiation reaction. 

(a) Show that both the energy and angular-momentum equations (17.13) 
and (17 .16) lead to the solution for the slowly changing orbit radius, 

t 
,s(t) = 'oa - 9Z(c-r)3 -

T 

where r0 is the value of r(t) at t = 0. 
(b) For circular orbits in a Bohr atom the orbit radius and the principal 

quantum number n are related by r = n2a0/Z. If the transition probability 
for transitions from n - (n - 1) is defined as -dn/dt, show that the result 
of (a) agrees with that found in Problem 14.9. 

(c) From (a) calculate the numerical value of the time taken for a mu 
meson of mass m = 2O7m6 to fall from a circular orbit with principal 
quantum number n1 = IO to one with n2 = 4, n2 = I. This is a reasonable 
estimate of the time taken for a mu meson to cascade down to its lowest 
orbit after capture by an isolated atom. 

17.3 An electron moving in an attractive Coulomb field ( -Ze2/r) with binding 
energy£ and angular momentum L has an elliptic orbit, 

~ = Z~m [ 1 + J l - ;i: cos (0 - 00)] 

The eccentricity ~ of the ellipse is given by the square root multiplying the 
cosine. 

(a) By performing the appropriate time averages over the orbit show that 
the secular changes in energy and angular momentum are 

d£ = 2% Z 3e8m!-1 £% ( 3 _ 2£L 2 ) 

dt 3 c3 L 5 Z 2e4m 

dL 2% Ze4 €% 

dt - - 3 m½c3 L2 
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(b) If the initial values of E and Lare E0 and L 0, show that 

e(L) = z;~;n[ 1 - (t)] + ~: L 

Calculate the eccentricity of the ellipse, and show that it decreases from its 
initial value as (L/L0)%, showing that the orbit tends to become circular as 
time goes on. 

(c) Compare your results here to the special case of a circular orbit of 
Problem 17 .2. 

Hint: In performing the time averages make use of Kepler's law of 
equal areas (dt = mr2 d0/L) to convert time integrals to angular integrals. 

17.4 The Dirac (1938) relativistic theory of classical point electrons has as its 
equation of motion, 

dp µ = pext + prad 
dT µ µ 

where pµ is the particle's 4-momentum, -r is the particle's proper time, and 
F~ad is the covariant generalization of the radiative reaction force (17.8). 

Using the requirement that any force must satisfy Fµpµ = 0, show that 

Frad = 2e2 [d2pµ - pµ (dp,, dp,,)] 
µ 3mc3 d-r2 m2c2 d:r d-r 

17 .. 5 (a) Show that for relativistic motion in one dimension the equation of 
motion of Problem 17.4 can be written in the form, 

P• - _e_ •• - PP = 1 + L f(T) 2 2 ( •2 ) J 2 

3mc3 P p 2 + m2c2 m2c2 • 

where p is the momentum in the direction of motion, a dot means 
differentiation with respect to proper time, and / ( T) is the ordinary 
Newtonian force as a function of proper time. 

(b) Show that the substitution of p = me sinh y reduces the relativistic 
equation to the Abraham-Lorentz form {17.9) in y and T. Write down the 
general solution for p(T), with the initial condition that 

p(T) = p 0 at T = 0 

17.6 A nonrelativistic particle of charge e and mass m is accelerated in one­
dimensional motion across a gap of width d by a constant electric field. 
The mathematical idealization is that the particle has applied to it an 
external force ma. while its coordinate lies in the interval (0, d). Without 
radiation damping the particle, having initial velocity v0, is accelerated 
uniformly for a time T = ( -v0/r:1.) + V{v02/r:1.2) + (2d/i/..), emerging at 
x = d with a final velocity v1 = v v02 + 2rxd. 

With radiation damping the motion is altered so that the particle takes a 
time T' to cross the gap and emerges with a velocity v1'. 

(a) Solve the integrodifferential equation of motion, including damping, 
assuming T and T' large compared to -r. Sketch a velocity versus time 
diagram for the motion with and without damping. 
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(b) Show that to lowest order in -r, 

T' = T - -r ( 1 - ::) 

a.2-r 
V1' = V1 - - T 

V1 

(c) Verify that the sum of the energy radiated and the change in the 
particle's kinetic energy is equal to the work done by the applied field. 

17.7 A classical model for the description of collision broadening of spectral 
lines is that the oscillator is interrupted by a collision after oscillating for a 
time Tso that the coherence of the wave train is lost. 

(a) Taking the oscillator used in Section 17.8 and assuming that the 
probability that a collision will occur between time T and (T + dT) is 
(ve-"'1' dT), where v is the mean collision frequency, show that the averaged 
spectral distribution is: 

I( w) = 10 r + 2v 

2
1r (w - w0) 2 + (~ + iJ 

so that the breadth of the line is (2v + I'). 
(b) For the sodium doublet at 5893 A the oscillator strength is/ = 0.975, 

so that the natural width is essentially the classical value, ~A = 1. 2 x I 0-4 A. 
Estimate the Doppler width of the line, assuming the sodium atoms are in 
thermal equilibrium at a temperature of 500°K, and compare it with the 
natural width. Assuming a collision cross section of 10-16 cm2 , determine 
the collision breadth of the sodium doublet as a function of the pressure of 
the sodium vapor. For what pressure is the collision breadth equal to the 
natural breadth? The Doppler breadth? 

17.8 A single particle oscillator under the action of an applied electric field 
E0e-iwt has a dipole moment given by 

p = oc( w )Eoe-iwt 

(a) Show that the dipole absorption cross section can be written as 

21T 
O'absCw) = - [ -iwoc(w) + c.c.] 

C 

(b) Using only the facts that all the normal modes of oscillation must 
have some damping and that the polarizability oc( w) must approach the 
free-particle value ( -e2/mw2) at high frequencies, show that the absorption 
cross section satisfies the dipole sum rule, 

J: 00 2,r2e2 
GaosCw) dw = --

o me 



Appendix on Units 
and Dimensions 

The question of units and dimensions in electricity and magnetism 
has exercised a great number of physicists and engineers over the years. 
This situation is in marked contrast with the almost universal agreement 
on the basic units oflength (centimeter or meter), mass (gram or kilogram), 
and time (mean solar second). The reason perhaps is that the mechanical 
units were defined when the idea of "absolute" standards was a novel 
concept (just before 1800), and they were urged on the professional and 
commercial world by a group of scientific giants (Borda, Laplace, and 
others). By the time the problem of electromagnetic units arose there 
were {and still are) many experts. The purpose of this appendix is to add 
as little heat and as much light as possible without belaboring the issue. 

1 Units and Dimensions; Basic Units and Derived Units 

The arbitrariness in the number of fundamental units and in the dimensions 
of any physical quantity in terms of those units has been emphasized by 
Abraham, Planck, Bridgman,* Birge, t and others. The reader interested 
in units as such will do well to familiarize himself with the excellent series of 
articles by Birge. 

The desirable features of a system of units in any field are convenience 
and clarity. For example, theoretical physicists active in relativistic 
quantum field theory and the theory of elementary particles find it con­
venient to choose the universal constants such as Planck's quantum of 

* P. W. Bridgman, Dimensional Analysis, Yale University Press (1931). 
t R. T. Birge, Am. Phys. Teacher (now Am. J. Phys.), 2, 41 (1934); 3, 102, 171 (1935). 
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612 Classical Electrodvnamics . 
action and the velocity of Jight in vacuum to be dimensionless and of unit 
magnitude. The resulting system of units (called "natural" units) has only 
one basic unit, customarily chosen to be length. All quantities, whether 
length or time or force or energy, etc., are expressed in terms of this one 
unit and have dimensions which are powers of its dimension. There is 
nothing contrived or less fundamental about such a system than one 
involving the meter, the kilogram, and the second as basic units (mks 
system). It is merely a matter of convenience.* 

A word needs to be said about basic units or standards, considered as 
independent quantities, and derived units or standards, which are defined 
in both magnitude and dimension through theory and experiment in terms 
of the basic units. Tradition requires that mass (m), length (/), and time 
(t) be treated as basic units. But for electrical quantities there is as yet no 
compelling tradition. Consider, for example, the unit of current. The 
"international" ampere (for a long period the accepted practical unit of 
current) is defined in terms of the mass of silver deposited per unit time by 
electrolysis in a standard silver voltameter. Such a unit of current is 
properly considered a basic unit, independent of mass, length and time 
units, since the amount of current serving as the unit is found from a 
supposedly reproducible experiment in electrolysis. 

On the other hand, the presently accepted standard of current, the 
"absolute" ampere, is defined as that current which when flowing in each 
of two infinitely long, parallel wires of negligible cross-sectional area, 
separated by a distance of I meter in vacuum, causes a transverse force 
per unit length of 2 x 10-7 newton/meter to act between the wires. This 
means that the "absolute" ampere is a derived unit, since its definition is 
in terms of the mechanical force between two wires through equation 
(A.4) below.t The "absolute" ampere is, by this definition, exactly one­
tenth of the em unit of current, the abampere. Since 1948 the internationally 
accepted system of electromagnetic standards has been based on the meter, 
the kilogram, the second, and the above definition of the "absolute" 
ampere plus other derived units for resistance, voltage, etc. This seems to 

* In quantum field theory, powers of the coupling constant play the role of other basic 
units in doing dimensional analysis. 

t The proportionality constant k 2 in (A.4) is thereby given the magnitude k 2 = I 0-·7 

in the mks system. The dimensions of the ';absolute'' ampere, as distinct from its magni­
tude, depend on the dimensions assigned k 2 • In the conventional mks system of 
electromagnetic units, electric charge (q) is arbitrarily chosen as a fourth basic unit. 
Consequently the ampere has dimensions of qt- 1 , and kz has dimensions of mJq-2 • If 
k 2 is taken to be dimensionless, then current has the dimensions m!-i/½i- 1. The question 
of whether a fourth basic unit like charge is introduced or whether electromagnetic 
quantities have dimensions given by powers (sometimes fractional) of the three basic 
mechanical units is a purely subjective matter and has no fundamental significance. 
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be a desirable state of affairs. It avoids such difficulties as arose when, 
in 1894, by Act of Congress (based on recommendations of an international 
commission of engineers and scientists), independent basic units of current, 
voltage, and resistance were defined in terms of three independent experi­
ments (silver voltameter, Clark standard cell, specified column of 
mercury).* Soon afterwards, because of systematic errors in the experi­
ments outside the claimed accuracy, Ohm's law was no longer valid, by 
Act of Congress! 

2 Electromagnetic Units and Equations 

In discussing the units and dimensions of electromagnetism we will take 
as our starting point the traditional choice of length (/), mass (m), and 
time (t) as independent, basic units. Furthermore, we will make the 
commonly accepted definition of current as the time rate of change of 
charge (/ = dq/dt). This means that the dimension of the ratio of charge 
and current is that of time. t The continuity equation for charge and 
current densities then takes the form: 

(A.1) 

To simplify matters we will initially consider only electromagnetic 
phenomena in free space, apart from the presence of charges and currents. 

The basic physical law governing electrostatics is Coulomb's law on the 
force between two point charges q and q', separated by a distance r. In 
symbols this law is 

(A.2) 

The constant k1 is a proportionality constant whose magnitude and dimen­
sions either are determined by the equation if the magnitude and dimensions 
of the unit of charge have been specified independently or are chosen 
arbitrarily in order to define the unit of charge. Within our present frame­
work all that is determined at the moment is that the product (k1qq') has 
the dimensions (ml3t-2). 

* See, for example, F. A. Laws, Electrical Measurements, McGraw-Hill, New York 
(1917), pp. 705-706. 

t From the point of view of special relativity it would be more natural to give current 
the dimensions of charge divided by length. Then current density J and charge density p 
would have the same dimensions and would form a "natural" 4-vector. This is the 
choice made in a modified Gaussian sys.tern (see the footnote (p. 621) for Table 4). 
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The electric field Eis a derived quantity, customarily defined to be the 
force per unit charge. A more general definition would be that the electric 
field be numerically proportional to the force per unit charge, with a 
proportionality constant which is a universal constant perhaps having 
dimensions such that the electric field is dimensionally different from force 
per unit charge~ There is, however, nothing to be gained by this extra 
freedom in the definition of E, since E is the first derived field quantity to 
be defined. Only when we define other field quantities may it be convenient 
to insert dimensional proportionality constants in the definitions in order 
to adjust the dimensions and magnitude of these fields relative to the 
electric field. Consequently, with no significant loss of generality the electric 
field of a point charge q may be defined from (A.2) as the force per unit 
charge, 

(A.3) 

All systems of units known to the author use this definition of electric field. 
For steady-state magnetic phenomena Ampere's observations form a 

basis for specifying the interaction and defining the magnetic induction. 
According to Ampere, the force per unit length between two infinitely long, 
parallel wires separated by a distance d and carrying currents I and J' is, 

dF2 _ 2k II' 
dl - 2 d (A.4) 

The constant k 2 is a proportionality constant akin to k 1 in (A.2). The 
dimensionless number 2 is inserted in (A.4) for later convenience in 
specifying k 2. Because of our choice of the dimensions of current and 
charge embodied in (A. I) the dimensions of k 2 relative to k1 are determined. 
From (A.2) and (A.4) it is easily found that the ratio k 1/k2 has the dimension 
of a velocity squared (l2t-2). Furthermore, by comparison of the magnitude 
of the two mechanical forces (A.2) and (A.4) for known charges and 
currents, the magnitude of the ratio k1/k2 in free space can be found. The 
numerical value is ~losely given by the square of the velocity of light in 
vacuum. Therefore in symbols we can write 

k 
...1 = c2 (A.5) 
k2 

where c stands for the velocity of light in magnitude and dimension 
(c = 2.997930 ± 0.000003 x 1010 cm/sec). 

The magnetic induction B is derived from the force laws of Ampere as 
being numerically proportional to the force per unit current with a pro­
portionality constant rJ. which may have certain dimensions chosen for 
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convenience. Thus for a long straight wire carrying a current /, the 
magnetic induction Bat a distanced has the magnitude (and dimensions) 

I 
B = 2k2rx d (A.6) 

The dimensions of the ratio of electric field to magnetic induction can be 
found from (A.l), (A.3), (A.5), and (A.6). The result is that (E/B) has the 
dimensions (1/trt.). 

The third and final relation in the specification of electromagnetic units 
and dimensions is Faraday's law of induction, which connects electric and 
magnetic phenomena. The observed law that the electromotive force 
induced around a circuit is proportional to the rate of change of magnetic 
flux through it takes on the differential form, 

oB 
V x E + k8 - = 0 

ot 
(A.7) 

where k3 is a constant of proportionality. Since the dimensions of E 
relative to B are established, the dimensions of k3 can be expressed in 
terms of previously defined quantities merely by demanding that both 
terms in (A.7) have the same dimensions. Then it is found that k3 has the 
dimensions of cx-1

. Actually, k
3 

is equal to oc-1

. This is established on the 
basis of Galilean invariance in Section 6.1. But the easiest way to prove 
the equality is to write all Maxwell's equations in terms of the fields defined 
here: 

V • E = 47Tk1p 

V X B = 47Tk2a:J + k2oc oE 
k1 at 

oB V xE+k3 -=0 
at 

(A.8) 

Then for source~free regions the two curl equations can be combined into 
the wave equation, 

V2B - k ~O( 
02B = 0 (A.9) 

a k1 ot2 

The velocity of propagation of the waves described by (A.9) is related to 
the combination of constants appearing there. Since this velocity is 
known to be that of light, we may write 

~=c2 

k3k2oc 
(A.10) 
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Combining (A.5) with (A.IO), we find 
1 

ks= -
IX 

an equality holding for both magnitude and dimensions. 

3 Various Systems of Electromagnetic Units 

(A.11) 

The various systems of electromagnetic units differ in their choices of 
the magnitudes and dimensions of the various constants above. Because 
of relations (A.5) and (A.11) there are only two constants (e.g., k1, k:J 

Table 1 

Magnitudes and dimensions of the electromagnetic constants 
for various systems of units 

The dimensions are given after the numerical values. The symbol c stands for 
the velocity of light in vacuum (c = 2.998 x 1010 cm/sec = 2.998 x 108 m/sec). 
The first four systems of units use the centimeter, gram, and second as their 
fundamental units([, m, t). The mks system uses the meter, kilogram, and second, 
plus charge (q) as a fourth unit. 

System 

Electrostatic 
(esu) 

Electromagnetic 
(emu) 

Gaussian 

Heaviside-Lorentz 

Rationalized 
mks 

1 

c2(1=r2) 

1 

1 

471' 

1 7 9 - =10- c~ 
%E"o 
(ml3r2q-2) 

a; 

c-2(t2I-2) 1 1 

l 1 1 

c-2c,21-2) c(lrI) c-1ct1-1) 

1 
-(tZ[-2) 
4rrc2 

µo = 10-7 
4n- 1 1 

(m/q-2) 

that can (and must) be chosen arbitrarily. It is convenient, however, to 
tabulate all four constants (k1, k2, a, k3) for the commoner systems of 
units. These are given in Table 1. We note that, apart from dimensions, 
the em units and mks units are very similar, differing only in various 
powers of 10 in their mechanical and electromagnetic units. The Gaussian 
and Heaviside-Lorentz systems differ only by factors of 41r. Only in the 
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Gaussian (and Heaviside-Lorentz) system does k3 have dimensions. It is 
evident from ( A. 7) that, with k3 having dimensions of a reciprocal velocity, 
E and B have the same dimensions. Furthermore, with k3 = c-1, (A.7) 
shows that for electromagnetic waves in free space E and B are equal 
in magnitude as well. 

Only electromagnetic fields in free space have been discussed so far. 
Consequently only the two fundamental fields E and B have appeared. 
There remains the task of defining the macroscopic field variables D and 
H. If the averaged electromagnetic properties of a material medium are 
described by a macroscopic polarization P and a magnetization M, the 
general forms of the definitions of D and H are 

D = 1:0E + AP } 

H = .!_ B - A'M 
µo 

(A.12) 

where 1:0, µ0, A, A' are proportionality constants. Nothing is gained by 
making D and P or Hand M have different dimensions. Consequently 
}. and X are chosen as pure numbers (A = ).' = I in rationalized systems, 
A = X = 41r in unrationalized systems). But there is the choice as to 
whether D and P will differ in dimensions from E, and Hand M differ from 
B. This choice is made for convenience and simplicity, usually in order to 
make the macroscopic Maxwell's equations have a relatively simple, neat 
form. Before tabulating the choices made for different systems, we note 
that for linear, isotropic media the constitutive relations are always 
written 

D = t:El 
B=µH 

(A.13) 

Thus in (A.12) the constants 1:0 and µ 0 are the vacuum values of€ andµ. 
The relative permittivity of a substance ( often called the dielectric constant) 
is defined as the dimensionless ratio ( 1:/ 1:0), while the relative permeability 
( often called the permeability) is defined as (µ/ µ 0). 

Table 2 displays the values of 1:0 and ,u0 , the defining equations for D 
and H, the macroscopic forms of Maxwell's equations, and the Lorentz 
force equation in the five common systems of units of Table 1. For each 
system of units the continuity equation for charge and current is given by 
(A.1), as can be verified from the first pair of Maxwell's equations in the 
table in each case.* Similarly, in all systems the statement of Ohm's law 
is J = aE, where a is the conductivity. 

* ~ome workers employ a modified Gaussian system of units in which current is 
defined by/= (1/c)(dq/dt). Then the current density Jin the table must be replaced by 
cJ,and the continuity equation is V • J + (1/c)(op/ ot) = 0. See also the footnote below 
Table 4. 



Table 2 
Definitions of E0,µ0 , D, H, macroscopic Maxwell's equatioDll, and Lorentz force equation in various systems of units 

Where necessary the dimensions of quantities are given in parentheses. The symbol c stands for the velocity of light in vacuum with dimensions (lr-1). 

Lorentz 
System E'.o µo V,H Macroscopic Maxwell's Equations Force per 

Unit charge 

Electrostatic c-11 V = E+41rP 
V 0 V=41rp 

ao aB 
V•B=O (esu) 1 (t2/-2) Vx H=4?TJ+- VxE+ar=0 E+vx B 

H = c2B-41rM 01 

Electro- c-2 
1 i3D aB D=-E+41rP magnetic (t2J-2) 1 c2 V•V=41rp V X H =41rJ+ Tt VxE+ar=0 V•B = 0 E+vxB 

(emu) H = B- 47TM 

Gaussian D =E+41rP V 0 V=41rp 
41r 1 av 1 aB 

V 0 B=0 E+!xB 1 1 VxH=-J+-- VxE+--=0 
H=B-47TM C C at C at C 

Heaviside- 1 D=E+P V•V=p V X H = ~(J + :) 
1 as 

V•B=0 E+! X B 1 VxE+--=0 Lorentz H=B-M C Ot C 
! 

107 I D =E:oE+ P 
Rationalized 

- 41r X 10-7 av aB 41fc2 
mks 

(q2111m-11-a)I (mfq-2) 
1 V•V=p VxH=J+a, VxE+ar=0 V 0 B= 0 E+v X B 

H=-B-M 
µo 

°' .. 
QC 

(") 

r 
I:,:, 

~r -t!! 
~ 
I") 

~ 
~ 

:::s 

~ ~-
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Table 3 

Conversion table for symbols and formulas 

The symbols for mass, length, time, force, and other not specifically electro­
magnetic quantities are unchanged. To convert any equation in Gaussian 
variables to the corresponding equation in mks quantities, on both sides of the 
equation replace the relevant symbols listed below under "Gaussian" by the 
corresponding "mks" sy{Ilbols listed on the right. The reverse transformation is 
also allowed. Since the length and time symbols are u~changed, quantities which 
differ dimensionally from one another only by powers of length and/or time are 
grouped together where possible. 

Quantity 

Velocity of light 

Electric field 
(potential, voltage) 

Displacement 

Charge density 
(charge, current density, 
current, polarization) 

Magnetic induction 

Magnetic field 

Magnetization 

Conductivity 

Dielectric constant 

Permeability 

Resistance (impedance) 

Inductance 

Capacitance 

Gaussian 

C 

E(<I>, V) 

D 

p(q, J, I, P) 

B 

H 

M 

€ 

µ 

R(Z) 

L 

C 

mks 

(µoeo)-½ 

v 41re 0 E(<l>, V) 

1 
. I p(q, J, [, P) 
V 41re0 

{4;i- B 
,J~ 

V42rµ 0 H 

J:M 
E 

µ 

4we0L 

1 -c 
41reo 



620 Classical Electrodynamics 

Table 4 

Conversion table for given amounts of a physical quantity 

The table is arranged so that a given amount of some physical quantity, 
expressed as so many mks or Gaussian units of that quantity, can be expressed as 
an equivalent number of units in the other system. Thus the entries in each row 
stand for the same amount, expressed in different units. All factors of 3 (apart 
from exponents) should, for accurate work, be replaced by (2.997930 ± 0.000003), 
arising from the numerical value of the velocity of light. For example, in the row 
for displacement (D), the entry (121r x 105) is actually (2.99793 x 4,r x 105). 
Where a name for a unit has been agreed on or is in common usage, that name is 
given. Otherwise, one merely reads so many Gaussian units, or mks units. 

Physical Quantity Symbol Rationalized mks Gaussian 

Length I l meter (m) ]02 centimeters 
(cm) 

Mass m 1 kilogram (kg) 10s grams (gm) 
Time t I second (sec) I second (sec) 
Force F 1 newton 1Q5 dynes 
Work ~) l joule 107 
Energy ergs 

Power p 1 watt ]07 ergs sec-1 

Charge q 1 coulomb (coul) 3 X )09 statcoulombs 
Charge density p l coul m-3 3 X 1Q3 statcoul cm-3 

Current I 1 ampere (coul sec-1) 3 X )09 statamperes 
Current density J 1 amp m-2 3 X J05 statamp cm-2 

Electric field E 1 volt m-1 l X 10-4 statvolt cm-1 3 
Potential <I>, V 1 volt 1 statvolt 300 
Polarization p 1 coul m-2 3 X 105 dipole 

moment 
cm-3 

Displacement D l coul m-2 121r X 105 statvolt cm-1 

(statcoul 
cm-2) 

Conductivity (J 1 mho m- 1 9 X 1Q9 sec- 1 

Resistance R 1 ohm 1 X lQ-ll sec cm-1 -9 

Capacitance C 1 farad 9 X 1011 cm 
Magnetic flux 'P, F I weber 10s gauss cm2 or 

maxwells 
Magnetic induction B 1 weber m-2 104 gauss 
Magnetic field H l ampere-turn m-1 41r X 10-3 oersted 

Magnetization M 1 ampere m-1 10-3 magnetic 
moment cm-3 

*Inductance L 1 henry 1 X 
~ 

10-11 
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4 Conversion of Equations and Amounts between Gaussian Units and 
mks Units 

The two systems of electromagnetic units in most common use today 
are the Gaussian and rationalized mks systems. The mks system has the 
virtue of overall convenience in practical, large-scale phenomena, especially 
in engineering applications. The Gaussian system is more suitable for 
microscopic problems involving the electrodynamics of individual charged 
particles, etc. Since microscopic, relativistic problems are emphasized in 
this book, it has been found most convenient to use Gaussian units through­
out. In Chapter 8 on wave guides and cavities an attempt has been made 
to placate the engineer by writing each key formula in such a way that 
omission of the factor in square brackets in the equation will yield the 
equivalent mks equation (provided all symbols are reinterpreted as mks 
variables). 

Tables 3 and 4 are designed for general use in conversion from one 
system to the other. Table 3 is a conversion scheme for symbols and 
equations which allows the reader to convert any equation from the 
Gaussian system to the mks system and vice versa. Simpler schemes are 
available for conversion only from the mks system to the Gaussian system, 
and other general schemes are possih1e. But by keeping all mechanical 
quantities unchanged, the recipe in Table 3 allows the straightforward 
conversion of quantities which arise from an interplay of electromagnetic 
and mechanical forces (e.g., the fine structure constant e2/lic and the 
plasma frequency w'P2 = 4-rrne2/m) without additional considerations. 
Table 4 is a conversion table for units to allow the reader to express a given 
amount of any physical entity as a certain number of mks units or cgs­
Gaussian units. 

* There is some confusion prevalent about the unit of inductance in Gaussian units. 
Thif. stems from the use by some authors of a modified system of Gaussian units in which 
current is measured in electromagnetic units, so that the connection between charge and 
current is Im = (1/c)(dq(dt). Since inductance is. defined through the induced voltage 
V = L(dI/dt) or the energy U = ½L/2, the choice of current defined in Section 2 means 
that our Gaussian unit of inductance is equal in magnitude and dimensions (12/-1) to the 
electrostatic unit of inductance. The electromagnetic current Im is related to our 
Gaussian current I by the relation Im= (1/c)J. From the energy definition of inductance 
we see that the electromagnetic inductance Lm is related to our Gaussian inductance L 
through Lm = c2L. Thus Lm has the dimensions of length. The modified Gaussian 
system generally uses the electromagnetic unit of inductance, as well as current. Then 
the voltage relation reads V = (L.,./c)(dl m/dt). The numerical connection between units of 
inductance is 

l henry = ½ x 10-11 Gaussian (es) unit= 109 emu 
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Index 

Aberration of star light, 348, 361 
Abraham-Lorentz equation of motion, 

582 
Dirac's relativistic generalization of, 

609 
Abraham-Lorentz model of electron, 

584 
difficulties with, 589 

Absorption of radiation by oscillator, 
602 

Absorption or total cross section of 
radiation by oscillator, 605 

integral over all frequencies, 606 
Acceleration, relativistic transformation 

of, 388 
Acceleration fields of particle, 461 
Addition of velocities, relativistic, 360 
Addition theorem for spherical har-

monics, 67 
Adiabatic invariance, 419 

of flux through orbit, 421 
of magnetic moment of particle, 421 

Airy integrals, 484 
Alfven velocity, 331 
Alfven waves, 330, 331, 344 

attenuation of, 333 
with dispJacement current, 334 

Ampere's law, differential form of, 13 8 
integral form of, 139 

Ampere's observations on forces be­
tween currents, 13 5 

Angular distribution of radiation by 
accelerated charge, 473; see also 
Bremsstrahlung, Multipole radia­
tion, Radiation 

Angular momentum, conservation of, 
for particles and fields, 200 

in cylindrical wave guide, 576 
of circularly polarized plane wave, 

201, 569 
of multipole radiation, 549 
of photon, 569 
selection rules for multipole radfa. 

tion, 549 
Angular momentum operator, L, 542 
Anisotropic dielectrics, waves in, 233 
Antenna, center-fed linear; 277 

circular loop, 575 
half-wave and full-wave, 279, 566 
multipole expansion for, 562 
radiation resistance of, 280 
short linear, 272 

Associated Legendre polynomials, see 
Legendre polynomials 

625 
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Attenuation, general method of han-
dling, 240 

in cavity, 255 
in wave guide, 249 
of waves in conducting medium, 224 
of waves in plasma, 333, 341 

Attenuation constant in wave guide, 251 

Babinet's principle, for scalar diffrac­
tion, 288 

for vector fields, 291 
Bessel functions, 69 

connection of, with Airy integrals, 
484 

definitions of I 11 , Kv• 1 S 
definitions of Ji,• N v• H 11 <1 >, H 11 {2), 71 
definitions of iz, nz, hz<1> 1 hz<2>, 539 
expansions involving, 76, 86, 96, 97, 

484, 501, 502, 535 
Fourier-Bessel series, 73, 95 
Fourier transforms of K0 and K1, 437 
integral representation of J m• 96, 294 
integral representations involving, 86, 

92, 96, 295 
Kapteyn series, 74, 501 
limiting forms, 72, 75, 540 
Neumann series, 7 4 
orthogonality on finite interval, 73, 

74, 95 
orthogonality on infinite interval, 

77, 96 
recursion formulas, 71, 540 
Schlomilch series, 74 
series for J ,,, 71 
spherical, 539 
spherical, asymptotic forms, 540 
spherical, Wronskians, 541 
zeros of Jn.(::c), 72 
zeros of Jn'(::c), 255 

Beta decay, radiation emitted during, 
526 

Bethe-Heitler bremsstrahlung formula, 
512 

Biot and Savart law, 133 
Birefringence of the ionosphere, 229 
Bohr, N ., energy-loss formula of, 438 
Boundary conditions, and inconsistency 

of Kirchhoff approximation, 282 
and types of partial differential equa­

tions, 17 

Boundary conditions, at surface of good 
conductor, 236 

Cauchy, Dirichlet, Neumann, 15, 16 
for D and E, 110 
for dielectric wave guide, 260 
for TE and TM waves in guide, 243 
magnetostatic, on H and B, 15 5 
mixed Dirichlet and Neumann, 90 
normal and tangential E in free 

space, 9, 10 
Boundary-value problems, Green's• 

function solution of, 19 
image method of solution of, 26 f. 
in cylindrical coordinates, 75 f. 
in dielectrics, 110 f., 217 
in rectangular coordinates, 47 f. 
in spherical coordinates, 60 f. 
rnagnetostatics, 156 f. 
see also Diffraction, Resonant cavity, 

Wave guide 
Bremsstrahlung, angular and polariza-

tion distributions, 507, 509, 516 
as energy-loss mechanism, 519 
as scattering of virtual quanta, 525 
classical, 510, 512 
effect of screening on, 516 
frequency spectrum, 511, 515, 517 
nonrelativistic, 509 
relativistic, 513 f. 

Bremsstrahlung photon cross section, 
513 

Brewster's angle, 220 

Capacitance, 24 
Cauchy boundary conditions, 15, 17, 

221 
Causality, 185, 234 

in special relativity, 371 
lack of, with radiative reaction, 599 

Cavities, see Resonant cavity 
Charge, effective magnetic, 158 

electric, 2 
Lorentz invariance of, 377 

Cherenkov angle 00 , 495, 498 
Cherenkov radiation, 494 

angular and frequency distribution 
of, 498 

connection of, with energy loss, 448 
Fourier transforms of fields of, 445 
potentials of, 497 
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Classical electron radius, 490, 589 
Clausius-Mossotti relation, 119 
Closure, see Completeness relation 
Collisions, between charged particles 

as energy-loss mechanism, 430 
relativistic kinematics of, 400; see 

also Energy loss, Scattering 
Collision time, 507 

for fields of relativistic particle, 
382 

Complementary screens, 288 
Completeness relation, for Bessel func-

tions on an infinite interval, 96 
for complex exponentials, 47, 84 
for spherical harmonics, 65 
general, 45 

Compton scattering, 490 
Conduction in a moving fluid, 312 
Conductivity, effect of, on fields, 222 

fluid motion with infinite, 312 
model of, 225 
of plasma, 459 
tensor, in plasma, 345 

Conductor, attenuation in, 224 
boundary conditions at, 236 
definition of, 23 
fields at surface of, 236 
fields inside, 222, 238 
penetration depth in, 225 
surface resistance of, 240 

Conservation, of angular momentum of 
particles and fields, 200 

of electromagnetic energy, 189 
of energy and momentum of particles 

and fields, 190, 386 
Conservation laws in covariant form, 

385 
Constitutive relations, 179 
Continuity equation, for charge and 

current, 133, 613 
for electromagnetic energy flow, 190, 

386 
for fluid, 311, 330 
in covariant form, 378 

Contour integration for retarded Green's 
function, 184 

Contraction of length, see FitzGerald­
Lorentz contraction 

Convective derivative, 172, 311 

Conversion tables for electromagnetic 
quantities between Gaussian and 
mks units, 619, 620 

Correspondence principle of Bohr, 502 
Cosine integral, 279 
Coulomb gauge, 181 

use of. in Darwin interaction, 409 
Coulomb's law, 1 
Covariance, of conservation laws, 385 

of electrodynamics, 377 
of equations of physics, 376 
of force equation, 384, 405 
of Lagrangian, 406 
of Maxwell's equations, 379 

Cross section, classical, for bremsstrahl• 
ung, 512 

classical, for scattering of radiation 
by a sphere, 572 

classical, relation of, to impact pa­
rameter, 452 

Rutherford, 452 
for scattering by screened potential, 

453 
Thomson, 489 
total, for scattering and absorption 

of radiation by oscillator, 602 
total, for scattering of particles by 

atoms, 455 
see also Bremsstrahlung, Scattering 

Curl, operating on vector spherical 
harmonic, 570 

operator relation involving L, 546 
Current, international unit of, 612 
Current density, continuity equation for, 

133 
force on, in magnetic field, 137 
magnetization caused by, 146 

Current flow in plasma column, 320 
Current loop, vector potential and 

fields of, 141 
Cutoff frequency, in dielectric wave 

guide, 263 
in hollow wave guide, 245 

Cutoff modes in wave guide, 245 
Cylinder functions, see Bessel functions 
Cylindrical coordinates, boundary-

value problems in, 75, 89 
delta function in, 84 
Green's function in, 84, 96 
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Cylindrical coordinates, Laplace's 
equation in, 69 

separation of variables in, 69 
waves in, 241 

Damping, of magnetohydrodynamic 
waves, 333 

of oscillations in cavity, 255 
of plasma oscillations, 340 
see also Radiative reaction 

Darwin-Breit interaction, 411 
Debye-Hiickel screening radius or 

Debye length, 342 
Debye wave number, 340 
Decay, of particle, relativistic kine• 

matics of, 394 
of pi mesons, time dilatation in, 359 

Delta function, charge densities in 
terms of, 4, 36, 82, 83 

current densities in terms of, 141, 
278, 563 

definition of, 3 
equal to V2 (1/r), 13 
in arbitrary coordinates, 79 
integral representations for, 47, 84, 

96 
properties of, 4 
three-dimensional, in cylindrical co­

ordinates, 84 
three-dimensional, in spherical co­

ordinates, 79 
Density effect in energy loss, 443 

connection of, with Cherenkov radi­
ation, 448 

Dielectric constant, classical result for, 
234,446 

for Alfven waves, 3 34 
for plasma, 227, 451 
for plasma in magnetic field, 228 

Dielectrics, 108 
anisotropic, waves in, 23 3 
boundary conditions, 110 
boundary-value problems with, 110 f. 
electrostatic energy in, 123 
method of images for, 111 

Dielectric wave guide, 259 
at optical frequencies, 264 
cutoff frequency in, 263 
possible modes of propagation, 260 

Differential operator relations, see 
Gradient, Laplacian, etc. 

Diffraction, Babinet's principle in, 288 
by circular aperture, 292, 307 
by half-plane, 306 
by rectangular opening, 307 
by small apertures, 297, 307, 308 
by sphere in short wavelength limit, 

299 
comparison of scalar and vector ap• 

proximations, 296 
Fresnel and Fraunhofer, 292 
Kirchhoff approximation in, 282 
scalar Huygens-Kirchhoff theory of, 

280 
Smythe's vector theorem for, 287 
use of Green's theorem in, 281, 283 
vector Kirchhoff approximation, 285 

Diffusion of magnetic fields, 313 
Diffusion time of magnetic fields, 313 
Dilatation of time, see Time dilatation 
Dimensions, discussion of, 611 
Dipole approximation, in energy loss, 

435 
in radiation problems, 271, 274, 507 

Dipole fields, electrostatic, 100 
magnetostatic, 143, 147 
of conducting sphere, 34 
of dielectric sphere, 115 
of electrostatic dipole layer, 9 
of magnetized sphere, 157 
oscillating electric, 271 
oscillating magnetic, 27 4 

Dipole moment, electrostatic, 100 
induced, 120 
interaction between two, 102 
magnetostatic, 132, 146 
magnetostatic, energy of, 150 
magnetostatic, force on, 149 
magnetostatic, of current loop, 143, 

147 
magnetostatic, relation of, to angular 

momentum, 148 
magnetostatic, torque on, 132, 150 
oscillating electric, 271 
oscillating magnetic, 274 

Dipole sum rule for absorption of radi­
ation, 606 

Dirac delta function, see Delta function 
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Dirac•~ relativistic force equation, 609 
Dirichelet boundary conditions, 16 
Disc, potential of charged conducting, 

89 
Discontinuity, of electric field, 9 

of potential, 12 
Dispersion, and causality, 234 

and propagation, 208 f. 
anomalous, 211 
in dielectrics, 208 
in ionosphere, 229 
in plasmas, 337 

Dispersion relation, for index of refrac­
tion, 234 

for plasma oscillations, 337, 339 
Displacement, definition of, 108 
Oisplucement current, 178 
Dissipative effects, in cavities, 255 

in plasma oscillations, 332, 340 
in wave guides, 248 
in wave propagation, 208 

Divergence theorem, 6 
Doppler shift, relativistic, 363 

transverse, 364 
Drift of charged particles, in crossed 

E and B, 413 
in inhomogeneous magnetic fields, 

417 
Drift of lines of force in conducting 

fluid, 314 
Drift velocity, caused by curvature of 

lines of force, 418 
caused by magnetic field gradient, 

416 
Dual integral equations, 91 
Dyadic, 193 
Dynamics of relativistic charged par­

ticle in external fields~ 404 f. 

Ei~enfunctions, 87 
cxp:in~ion of Green's function in 

terms of, 88 
for fields in cylindrical wave guides, 

244 
for wave equation in box, 88 
in cylindrical cavity, 254 
in rectangular guide, 246 
in spherical cavity, 576 

Electric dipole, see Dipole fields, Di­
pole moment 

Electric field, definition of, 2 
derivable from potentials, 8, 179 
relativistic transformation of, 380 

"Electric" waves, 243, 54S 
Electromagnetic fields, multipole expan­

sion of, 543 
of localized oscillating source, 270 

Electromagnetic stress -energy• momen-
tum tensor, 385 

Electromagnetic units, see Units 
Electromotive force, definition of, 170 
Electrostatic force on conductor, 23 
Electron, classical model of, 584 

difficulties with, 589 
radius of, 490, 589 

Electron capture, radiation emitted in, 
528 

Electrostatic units, see Units 
Elliptic integrals, use of, 96, 142, 16& 
Energy, electrostatic potential, 8, 20 

in dielectrics, 123 
of charge distribution in external 

field, 101 
magnetic, 173 
magnetic dipole, 150 
of magnetically permeable body, 176 
of permanent magnets, 167 
self-, 22, 588 

Energy conservation between particles 
and fields, 190, 386 

Energy density, electromagnetic, 189, 
205 

electrostatic, 21 
4-4 element of stress•energy-rnomen• 

tum tensor, 385 
Energy flow, 190 

in wave guide, 248 
ve1ocity of, 208, 211 

Energy-level shift due to radiative reac• 
tion, 600 

Energy loss, collisional, classical, 438 
collisional, density effect in, 443 
collisionat, in plasma, 450 
collisional, and method of virtual 

quanta, 536 
collisional, quantum-mechanical, 440 
radiative, in accelerators, 471 
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Energy loss, radiative, in nonrelativistic 
collisions, 513 

radiative, in relativistic collisions, 518 
Energy of particle, relativistic trans­

formation of, 391 
Energy transfer, in collision with bound 

charge, 434 
in Coulomb collision, 430 
in discrete amounts, 439 
in elastic collision, 404 
to oscillator, 436 

Equation of motion, integrodifferen­
tial, with radiative reaction, 597 

Equations of motion with radiative re-
action, 582, 583 

Ether, 347 
Ether drift, experiment on, 349 
Expansion, of circularly polarized plane 

wave, 569 
of eUcR/R, 541 
of retarded quantity, 586 
of scalar plane wave, 567 

Expansion of l:it - x'l- 1 , in cylindrical 
coordinates, 86, 96 

in plane waves, 88 
in spherical coordinates, 62, 69 

Expansions, see Orthonormal expan­
sions 

Faraday's Jaw, for moving circuit, 172 
in differential form, 173 
in integral form, 170 

Fields, of moving particle, 467 
of relativistic particle, equivalence 

of, to pulse of radiation, 382, 521 
Fields of uniformly moving charge, 381, 

467 
Fourier transforms of, 437 
in dielectric, Fourier transforms of, 

445 
FitzGerald-Lorentz contraction, 352, 

357 
graphical representation of, 373 

Fizeau's experiment, 349 
Flow of viscous conducting fluid be­

tween parallel plates, 316 
Force, between charge and image 

charge, 30, 32, 51 
between current-carrying circuits, 136 

Force, between point charge and 
sphere, 30, 31, 33 

between two parallel wires, 136 
Lorentz, 191 
on charged surface, 23 
on current distribution in magnetic 

fiekl, 137, 148 
on dielectric body, 126, 127, 131 
on magnetically permeable body, 177 
on magnetic dipole, 149 
on permanent magnets, 167, 168 
radiative reaction, 582 

Force equation, Abraham-Lorentz, 582 
for fluid, 311 
in covariant form, 384, 405 
with radiative reaction, integrodiffer-

ential, 597 
4-vector character of radiation, 390 
4-vectors and tensors, 374 
Fourier integrals, 47 
Fourier series, 46 
Fourier transforms, of exponentially 

damped wave, 2.56 
of fields of charge in uniform motion, 

437 
of wave packet, 209, 212 

Fraunhofer diffraction, see Diffraction 
Freezing in of lines of force, 313, 319 
Frequency spectrum of radiation, 478, 

480 
qualitative aspects of, 476 
see also Bremsstrahlung, Radiation 

Fresnel diffraction, see Diffraction 
Fresnel formula for velocity of light in 

moving media, 349 
Fresnel formulas for reflected and re­

fracted plane waves, 219, 220 
Fresnel integrals and diffraction, 306 

Galilean invariance, 348, 369 
and Faraday's law, 171 

Galilean reference frames, 353 
Galilean relativity, 348, 369 
Galilean transformation, 171, 388 
Gauge, Coulomb or transverse, 140, 

182 
Lorentz, 181 

Gauge invariance, 181, 426 
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Gauge transformations, for magneto­
statics, 140 

for time-varying fields, 181 
Gaussian units, see Units 
Gauss's law, applied To surface-charge 

distribution, 9 
differential form of, 6 
integral form ·of, 4 

Gradient, in spherical vector form, 544 
of electric field and quadrupole in­

teraction, 101, 128 
of magnetic induction and force on 

dipole, 149 
of magnetic induction, particle drift 

in, 416 
Green's first identity, 14 
Green's function for time-dependent 

wave equation, 183 
retarded, 185, 269 

Green's function for wave equation, 
spherical wave expansion of, 541 

Green's function in electrostatics, 18 
examples of use of, 82, 83 
expansion of, in Bessel functions, 

84, 96 
expansion of, in Legendre polyno­

mials, 62 
expansion of, in spherical harmonics, 

69 
for concentric spheres, 80 
for cylindrical box, 97 
for rectangular box, 89 
for rectangular box, eigenfunction 

expansion of, 88 
for sphere, 41 

Green's reciprocation theorem, 25 
Green's theorem, 15 

use of, in diffraction, 280 
use of, with wave equation, 188 
vector equivalent of, 285 

Grounded conductor, definition of, 27 
Group velocity, 211 

and phase velocity, 211 
and pha~e velocity in guide, 249 
in electronic plasma, 340 
in wave guide, 249 

Guides, see Wave guide 
Gyration frequency, 228, 411 

Half-width of resonance, 601 
connection of, with Q in a cavity, 

257 
Hamiltonian for relativistic charged 

particle, 408 
Hankel function, see Bessel functions 
Hankel transform, 77 
Hartmann number, 317 
Heaviside-Lorentz units, see Units 
Helicity, definition of, 206 
Hemispheres, at different potentials, 42 

potential from symmetry and unique­
ness, 62 

potential in terms of Legendre poly­
nomials, 61 

Huygens's principle, 188, 280 
Hydrodynamics, see Magnetohydrody-

namics 
Hysteresis, magnetic, 153 

Image charges, see Images 
Images, method of, 26 f. 

method of, for conducting sphere in 
uniform field, 33 

method of, for dielectrics, 111 
method of, for magnetic media, 167 
method of, for point charge near 

conducting sphere, 27 
Impact parameter, and scattering 

angle, 452 
minimum and maximum in brems­

strahlung, 510, 514 
minimum and maximum in energy 

loss, 432, 440 
minimum in method of virtual 

quanta, 520 
Impedance of a transmission line, 265 
Index of refraction, analytical proper-

ties of, 234 
and phase and group velocities, 211 
dispersion relation for, 234 
see also Dielectric constant 

Inductance, 198, 199 
high-frequency, 225 
of transmission line, 265, 266 

Induction, Faraday's law of, 170 
Initial-value problem, for scalar wave 

equation, 186 
Poisson's solution of, 188 
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Instabilities of a pinched plasma col­
umn, 326 

Internal electric field at molecule, 116 
Invariance, of length-time clement in 

special relativity, 369 
of separate length and time elements 

in Galilean relativity, 369 
see also Adiabatic invariance, Rela­

tivistic invariance 
Inversion, method of, 35 

method of, behavior of charge densi­
ties under, 37 

method of, examples of, 39, 40, 53 
Ionosphere, 226 f. 
Ives-Stilwell experiment, 364 

Jacobian, in Lorentz transformation of 
coordinates, 376 

in transforming delta functions, 79 

Kinematics, relativistic, 394 f. 
Kirchhoff diffraction, see Diffraction 
Kirchhoff's integral representation, 188 

use of, in diffraction, 280 
vector equivalent of, 283 

Klein-Nishina formula, 490 

Lagrangian, for relativistic charged par­
ticle, 407 

for two interacting charged particles, 
411 

Lamb shift, 602 
Landau damping. 340 
Laplace's equation, 13 

general solution of, in cylindrical 
coordinates, 76, 77 

general solution of, in spherical co-
ordinates, 67 

in cylindrical coordinates, 69 
in rectangular coordinates, 48 
in spherical coordinates, 54 
uniqueness of solution of, 15 

Laplacian and the angular momentum 
operator L, 543 

Larmor power formula, 469 
relativistic generalization of, 4 70 

Legendre polynomials, 56 
associated, 64 
expansion of inverse distance in, 62 

Legendre polynomials, explicit forms 
of, 57 

integrals involving, 60 
orthogonality, 58 
recursion relations, 59 
Rodrigues's formula for, 57 
see also Spherical harmonics 

Lenz's law, 170 
L'Hospital's rule, 83 
Lienard's generalization of Larmor 

power formula, 470 
Lienard-Wiechert potentials, 465 

fields, 467 
Lifetime, of multipole transitions, 558 

of pi mesons in motion, 359 
Light cone, 370 
Linear superposition, of electric fields, 3 

of plane waves, 203, 208 
of potentials, 31 

Line breadth due to radiative reaction, 
600 

Localized source, see Multipole, Multi­
pole moment 

Longitudinal fields in conductor, 223 
Lorentz conditioi1, 181 

in covariant form, 378 
Lorentz force, 191 
Lorentz force equation in covariant 

form, 405 
Lorentz invariant, see Scalar, Relativ­

istic invariance 
Lorentz line shape, 436, 601, 604 

for cavity, 256 
Lorentz-Lorenz relation, 119 
Lorentz transformation, 356 

as orthogonal transformation in four 
dimensions, 371 

infinitesimal, 367 
noncommuting, 357, 387 
successive, 357, 367 
see also Relativistic transformation 

Loss, see Power loss 

Macroscopic averages, 104, 194 
Macroscopic equations, derivation of, 

for electrostatics, l 03 
derivation of, for magnetostatics, 

150 
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Macroscopic equations, derivation of, 
for time-varying fields, 194 

Macroscopic fields, definition of B and 
H, 153 

definition of E and D, 108 
Magnet, permanent, 161, 167 
Magnetic dipole, see Dipole fields, Di­

pole moment 
Magnetic field H, boundary conditions 

on, 154 
definition of macroscopic, 153 
see also Magnetic induction 

Magnetic flux density, see Magnetic in­
duction 

Magnetic induction B, boundary con-
ditions on, 154 

definition of, 132, 134 
of circular loop, 141 
of current element, 134 
of long wire, 13S 
of magnetized sphere, 156 
of nonrelativistic moving charge, 134 
relativistic transformation of, 380 
unit of, defined in terms of force, 

136 
Magnetic mirror, 149, 423 
Magnetic moment, adiabatic invariance 

of, 421 
force on, in external field, 149 
of localized current distribution, 

146 
radiation because of disappearance 

of, 531 
radiation by time-varying, 274, 481 

Magnetic-moment density, see Magnet-
ization 

Magnet pressure, 315 
"Magnetic" waves, 243, 545 
Magnetization, definition of macro-

scopic, 151 
divergence of, as effective magnetic-

charge density, 158 
effective current of, 152 
of current distribution, 146 
radiation by time-varying, 481, 553 

Magnetohydrodynamic flow, 316 
Magnetohydrodynamics, 309 f. 

equations of, 311 

Magnetohydrodynamic waves, 329, 344 
effect of finite conductivity and vis­

cosity, 333 
with displacement current, 334 

Magnetosonic waves, 331 
Magnetostatics, basic equations of, 

137 f. 
multipole expansion in, 145 

Maximum and minimum impact param­
eters, see Impact parameter 

Maximum and minimum scattering 
angles, 453, 455 

Maxwell's equations, 177 
in covariant form, 379 
in different systems of units, 618 
macroscopic, 194 
plane wave solutions of, 204 
spherical wave solutions of, 546 

Maxwell stress tensor, 193 
Mean-square scattering angle, 456 
Mean-value theorem, 2S 
Mesons, time dilatation experiment 

with, 359 
Method of images, see Images 
Method of inversion, see Inversion 
Michelson-Morley experiment, 349 
Microwaves, see Diffraction, Resonant 

cavity, Wave guide 
Minkowski diagram, 37 4 
Mixed boundary conditions, 16, 89 
Mks units, see Units 
Modes, in circularly cylindrical guide, 

266 
in cylindrical cavity, 254, 267 
in dielectric guide, 260, 267 
in rectangular guide, 246 
in triangular guide, 267 
TE and TM, in wave guide, 243 

Momentum, canonical, for relativistic 
charged particle, 408 

conservation of, between particles 
and fields, 191 

electromagnetic, definition of, 192 
of particle, relativistic transformation 

of, 392 
Momentum density, electromagnetic, as 

part of stress-energy-momentum 
tensor, 385 
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Momentum impulse in Coulomb colli~ 
sion, 431 

Motion, see Particle motion 
Moving circuits and law of induction, 

171 
Multiple scattering of particles, 456, 

463 
Multipole, electrostatic, 98 

electrostatic, expansion of interaction 
energy in, 101 

electrostatic, expansion of potential 
in, 98 

electrostatic, rectangular, 100 
magnetostatic, 145 
radiating, near, induction, and radia­

tion zones, 270 
time-varying, 271, 273, 545 
see also Dipole moment, Magnetic 

moment, Multipole moment 
Multipole expansion, of E and B, 546 

of electromagnetic fields, 543 f. 
of energy of charge distribution in 

external field, 101 
of Green's function for wave equa-

tion, 541 
of radiation by linear antenna, 562 
of scalar plane wave, 567 
of scalar potential, 98 
of vector plane wave, 569 

Multipole fields, 543 f. 
energy and angular momentum radi­

ated, 548 
properties of, 546 

Multipole moment, electrostatic, 99 
estimates of, for radiating atoms and 

nuclei, 558 
masnetostatic, 145 
of linear antenna, 5 64 
of oscillating source, 271, 273, 556 

Multipole radiation, angular distribu-
tion of, S50 f. 

by atoms and nuclei, 557 
by linear antenna, 5 62 
selection rules for, 549 

Neumann boundary conditions, 16, 18 
Neumann function, see Bessel functions 
Nuclear forces, effect of, on scattering 

cross sections, 454 

Nuclear quadrupole moment, 102 
interaction energy of, 101, 128, 129 

Ohm's law, 222 
generalization of, for plasma in mag­

netic field, 345 
in moving medium, 312 
validity of, for conducting fluid, 309 

Operator relations, see Gradient, La­
placian, etc. 

Orthogonal functions, Bessel functions, 
73 

general, 44 
Legendre polynomials, 57 
spherical harmonics, 65 

Orthogonality, of Bessel functions on 
finite interval, 73, 95 

of Bessel functions on infinite inter-
val, 77 

of Legendre polynomials, 58 
of sines and cosines, 46 
of spherkal harmonics, 65 

Orthogonal transformations, 371 
Orthonormal expansions, 44 

Fourier, on finite interval, 46 
Fourier, on infinite interval, 47 
Fourier-Bessel, 73, 95 
Legendre, 59 
spherical harmonic, 66 

Oscillations, see Plasma oscillations, 
Waves 

Oscillator strength, 438, 601 

Parity of multipole fields, 550 
Parseval's theorem, 478 
Particle motion, in crossed E and B, 412 

in dipole field of earth, 427 
in external fields, 411 f. 
in inhomogeneous B> 415, 421 
in uniform static B, 411 

Penetration depth in plasma, 227 
see also Skin depth 

Permeability, magnetic, 153 
Phase difference, and elliptic polariza­

tion, 205 
between current and field in plasma, 

227 
between E and B in conductor, 224 
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Phase of plane wave, relativistic in­
variance of, 363 

Phase shift for scattering by sphere, 
571 

Phase velocity, and group velocity, 211 
and group velocity in guide, 249 
in wave guide, 246 
of Alfven waves, 331, 334 
of plane waves, 203 
of plasma oscillations, 340 

Photon, angular momentum in multi­
pole, 549 

angular momentum of. 201, 569 
Pinch effect, and instabilities, 326 

dynamic models of, 322 
scaling law for, 325 
steady-state, 320 

Plane wave, electromagnetic, 202 f. 
electromagnetic, expansion in spheri­

cal multipole waves, 569 
electromagnetic, in conducting me­

dium, 222 f. 
electromagnetic, reflection and re­

fraction of, 216 f. 
scalar, general one-dimensional solu­

tion, 200, 212, 233 
scalar, propagation in dispersive me­

dium, 210 f. 
scalar, properties of, 203 

Plasma, conductivity of, 459 
confinement of, by external fields, 

329 
confinement of, by magnetic mirrors, 

424 
confinement of, by self-fields, 320 
definition of, 310 
dielectric constant of, 451 
energy loss in, 450 
instabilities in column of, 326 
longitudinal waves in, 337 
transverse waves in, 226, 339 

Plasma frequency, 227, 337 
Plasma oscillations, and Boltzmann 

equation, 345 
high-frequency, 335 f. 
in external magnetic field, 346 
Landau damping of, 340 
longitudinal, 337 
transverse, 339 

Poincare stresses, 592 
Poisson's equation, 12 

equivalent integral equation, 15 
general solution in spherical geom­

etry, 81 
uniqueness of solution of, 15 

Polarizability, electronic, 120 
models of, 119 
molecular, 118 
orientation, 122 

Polarization, charge density, 107, 112 
current density from time-varying, 

196 
definition of, 108 
surface-charge density, 112, 115, 117 

Polarization effects in energy loss, 443 
Polarization of radiation, by reflection, 

220 
circular, elliptical, linear, 205 
from accelerated charges, 468, 480 
from multipoles, 272, 274, 551 
from synchrotron, 484, 504 
scattered by sphere, 572 
X-rays, 509 

Polarization vectors, 204, 207 
Potential, electrostatic, 8 

in rectangular box, 49 
of dipole layer, 11 
of line charge, expansion in polar 

coordinates, 86 
of point charge, expansion in cylin­

drical coordinates, 86 
of point charge, expansion in eigen­

functions, 88 
of point charge, expansion in spheri­

cal coordinates, 62, 69 
of point charge, in cylindrical box, 

97 
of point charge, in rectangular box, 

89 
of surface-charge distribution, 10 

Potential energy, see Energy 
Power, radiated, angular distribution 

of dipole, 272 
radiated, angular distribution of half­

and full-wave antenna, 279 
radiated, distribution of ( !, m) multi­

pole, 551 
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Power, radiated, angular distribution 
of quadrupole, 275, 552 

radiated, by charged particle, 470, 
472 

radiated, by charged particle in ac­
celerators, 471 

radiated, by charge in arbitrary pe-
riodic motion, 501 

radiated, by multipoles, 550 f. 
radiated, Larmor's formula for, 469 
radiated, total, 272, 276, 553 

Power flow, see Energy flow 
Power loss, because of finite conduc­

tivity, 239 
in resonant cavities, 257 
per unit area at conducting surface, 

240 
per unit length, in wave guides, 250 

Power series solution, of Bessel's equa­
tion, 70 

of Legendre equation, 56 
Poynting's theorem, 189, 197 
Poynting's vector, definition of, 190 

for plane wave, 205 
in wave guide, 248 

Precession, Thomas, 364 f. 
Precession frequency, 228, 411 
Pressure, magnetic, 315 

radiation, 201 
Propagation, in anisotropic dielectric, 

233 
in conducting medium, 223 
• in dispersive medium, 212 
in hollow wave guide, 249 
in plasma, 226 f. 

Proper time, 369 

Q of resonant cavity, 256 
connection with half-width of reso­

nance, 257 
general expression for, 258 

Q of spherical cavity, 576 
Quadrupole fields of oscillating source, 

275 
see also Multipole fields 

Quadrupole moment, electrostatic, 99, 
100 

interaction of, with field gradient, 
101, 128 

Quadrupole moment, nuclear, 102 
of oscillating source, 27 5 
see also Multipole moment 

Radiated electromagnetic energy, trans­
formation properties of, 390 

Radiation, angular and frequency dis­
tribution, for charge in periodic 
motion, 501 

angular and frequency distribution, 
for magnetic moments, 481 

angular and frequency distribution, 
for ultrarelativistic particle, 481 f. 

angular and frequency distribution, 
general result for accelerated 
charge, 480 

angular distribution of, for acceler• 
ated charge, 472 

angular distribution of, for ultrarela-
tivistic particle, 47 4 

from creation of charge, 526 
from disappearance of charge, 528 
from disappearance of magnetic mo-

ment, 531 
from electric dipole, 272 
from electric quadrupole, 275 
from full-wave antenna, 279 
from half-wave antenna, 279 
from linear antenna, 277 f., 562 f. 
from localized source, 269 
from magnetic dipole, 27 4 
from orbital electron capture, 528 f. 
from short antenna, 273 
in beta decay, 526 f. 
in collisions, 506 £.; see also Brems~ 

strahlung 
multipole, see M ultipole radiation 

Radiation condition, 282 
Radiation cross section x (,,,), 510 
Radiation damping, see Radiative re-

action 
Radiation length, 519 
Radiation pressure, 201 
Radiation resistance, 280 
Radiation zone, 269 

in diffraction, 292 
Radiative energy loss, in accelerators, 

471 
in collisions, 513, 518 
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Radiative reaction, 581 f. 
and line breadth, 600 
and shift of energy level, 600 
characteristic time r, 580 
effective force of, 582 
equations of motion including, 582, 

597, 609 
Radius of the electron, 490, 589 
Rayleigh scattering law, 573, 603 
Reaction cross section, definition of, 606 
Reaction threshold, 400 
Reactive effects of radiation, see Radia­

tive reaction 
Reflection, from sphere in diffraction, 

301, 302 
of charged particle from region of 

large magnetic field, 423 
of plane waves, 216 f. 
of radio waves from ionosphere, 229 
total internal, 221 

Refraction of plane waves, 216 f.; see 
also Index of refraction 

Relativistic effects in angular and fre­
quency distributions of radiation, 
474, 476, 484, 501 

Relativistic invariance, of action inte• 
gral, 406 

of 4-dimensional Lapiacian, 375 
of 4-dimensional volume element, 376 
of 4-vector scalar products, 375 
of 4-vector scalar products, use in 

kinematics, 395, 396, 398 
of phase of plane wave, 363, 383 
of products of fields, 389 
of radiated power, 469 
of radiation cross section, 515 
of wave equation, 388 

Relativistic notation, 377 
Relativistic transformation, and Thomas 

precession, 367 
from CM system to laboratory, 400 f. 
of acceleration, 388 
of charge and current densities, 378 
of coordinates, 357 
of electromagnetic fields, 380, 413, 

414 
of electromagnetic fields, of moving 

point charge, 381 
of 4-vectors and tensors, 374 f. 

Relativistic transformation, of momen-
tum and energy, 392 

of potentials, 378 
of velocities, 360 
of wave vector and frequency, 363, 

383 
Relativity, special theory of, 347 f. 

special theory of, postulates of, 353 
Renormalization in quantum electrody­

namics, 594 
Resistance, see Conductivity, Ohm's law, 

Radiation resistance 
Resonance fluorescence, 604 
Resonant cavity, cylindrical, 254, 267 

energy stored in, 257 
modes of oscillation in, 253 
power losses in walls of, 255 f. 
Q of, 256, 258, 576 
resonant frequencies of, 253 
spherical, 576 

Resonant frequency, broadening of, due 
to losses ii) cavity, 256 

of atomic oscillator, 120, 234, 438 
of resonant cavity, 253 
shift of, due to radiation damping, 

600 
Retarded Green's function, 185, 269, 

283 
Retarded time, 185, 465 
Reynolds number, magnetic, 314 
Rotation of coordinates in successive 

Lorentz transformations, 367 
Rutherford scattering, 452 

Scalar, under Lorentz transformations, 
374 

Scalar potential, electrostatic, definition 
of, 8 

for time-varying fields, 179 .. 
magnetostatic, 156, 158 

Scattering cross section, classical, rela­
tion of, to impact parameter, 452 

for radiation, by conducting sphere, 
304, 572 

for radiation, by free charges, 489 
for radiation, by oscillator, 603 
for radiation, by quasi-free charges, 

492 
for radiation, definition of, 489 
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Scattering cross section, for radiation, 
resonant, 604 

Scattering of particles, by atoms, 451 f. 
effect of atomic screening on, 453 
effect of nuclear size on, 454 
mean square angle of, 456 
multiple, 458 
single, 458 
total atomic cross section for, 455 

Scattering of radiation, by conducting 
sphere, at long wavelengths, 569 f. 

by conducting sphere, at short wave-
lengths, 299 f. 

by free charges, 488 
by oscillator, 602 f. 
by quasi-free charges, 49 l f. 
coherent and incoherent, 493 
Thomson cross section for, 489 

Screening by atomic electrons, effect of, 
on bremsstrahlung, 516 f. 

effect of, on small-angle scattering, 
453 

Selection rules for multipole transitions, 
549 

Self-energy, classical, 588 
quantum mechanical, 593 

Self-energy and momentum, 590 f. 
covariant definition of, 594 f. 
transformation properties of, 591 

Self-fields of charged particle, 585 
Self-force, electromagnetic, 584 f. 
Self-stress, and Poincare stresses, 592 

Lorentz transformation of, 591 
of charged particle, 590 

Separation of variables, in cylindrical 
coordinates, 69 

in rectangular coordinates, 47 
in spherical coordinates, 54 

Shielding, electrostatic, with hollow di­
electric, 129 

magnetic, with permeable shell, 162, 
166 

Skin depth, 225, 238 
and Q of a cavity, 258 
and surface resistance, 240 
in plasma, 227 

Snell's law, 216 

Solenoid, 165 
Sources of multipole radiation, 553, 

556 
Space-like and time-like separations, 370 
Special theory of relativity, see Rela­

tivity 
Specular reflection from a sphere, 302 
Sphere, conducting, and point charge, 

27,31,33 
general solution with Green's func-

tion, 40 f., 81 f. 
in uniform electric field, 33 
of inversion, 35 
scattering of radiation by, 299 f., 

569 f. 
uniformly magnetized, 156 
uniformly magnetized, in external 

field, 160 
Spherical Bessel functions, see Bessel 

functions 
Spherical coordinates, 54 

delta function in, 79 
Laplace's equation in, 54 

Spherical harmonics, Y 1m, 64 f. 
addition theorem for, 67 
and angular momentum, 542 
completeness relation for, 65 
explicit forms of, 66 
in magnetostatics, 144, 160 
operations of L on, 542 
orthogonality of, 65 
sum rule for, 69 
vector, see Vector spherical har-

monics 
Spherical scalar waves, 538 f. 
Spherical vector waves, 543 f. 
Spherical wave expansion, of E and B, 

546 
of plane scalar wave, 567 
of plane vector wave, 569 

Spin-orbit interaction, 368 
Stabilization of plasma column, 327 f. 
Standard~, units and, 612 
Standing waves in a resonant cavity, 

252 
Step function, representation hy Le­

gendre polynomials, 59 
B(t), definition of, 234 
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Stokes's theorem, 9 
Stored energy in resonant cavity, 256 
Stress, 193 
Stress-energy-momentum tensor, 193, 

385 
and conservation laws, 386 
vanishing trace of, 385 
see also Self-stress 

Superposition principle, see Linear su­
perposition 

Surface-charge density, and disconti-
nuity in normal E and D, 9, 110 

and electrostatic force, 23 
effective magnetic, 159 
on conducting sphere, 29, 34 
on perfect conductor, 236 
on sphere with line charge inside, 84 
on thin charged disc, 93 
polarization, 112, 115, 117 
potential of, 10 
transformation of, in method of in­

version, 37 
Surface current, effective, 240 

effective magnetic, 159 
for perfect conductor, 236 
in diffraction, 289 

Surface distributions, of charge, 9 
of dipole moment, 10 

Susceptibility, electric, 109, 119 
simple models for, 119 f. 

Synchrotron radiation, 481 f. 
angular and frequency distribution of, 

484,486,487 
from Crab nebula, 488, 504 
polarization of, 484, 504 

Tension along lines of magnetic field, 
315, 328 

Tensor, electromagnetic field-strength, 
379 

Lorentz transformation of, 375 
Maxwell's stress, 193 
relation to dyadic, 193 
stress-energy-momentum, 38 5 

Thermonuclear plasmas, 320, 326, 329, 
343 

containment of, by magnetic mirrors, 
423 

Thermonuclear plasmas, instabilities in, 
326 f. 

Thomas factor, 368 
Thomas precession, 364 f. 
Thomson cross section, 489 
Thomson scattering, 488 

quantum modifications to, 490 
Thomson's theorem, 25 
Time dilatation, 357 f. 

experiment on, with pi mesons, 359 
graphical representation of, 374 

Time-like and space-like separations, 
370 

Torque, on current distribution, 137 
on magnetic dipole, 132, 150 

Transformation, see Relativistic trans­
formation, Galilean transformation 

Transition probability, 5 58 
in hydrogen-like atoms, 502, 608 

Transmission coefficient of circular 
aperture, 294, 308 

Transmission line, dominant mode in, 
243 

examples of, 265, 266 
relation between L and C for, 199 

Transverse electric (TE) waves, atten­
uation of, in wave guides, 251 

connection of, with multipole mo-
ments, 553 f. 

cylindrical, 243 
in dielectric wave guide, 261 
in rectangular wave guide, 246 
spherical, 545 

Transverse electromagnetic (TEM) 
waves, 243 

absence of, in hollow wave guides, 
244 

on transmission lines, 264, 265 
Transverse magnetic (TM) waves, at­

tenuation of, in wave guides, 251 
connection of, with multipole mo-

ments, 553 f. 
cylindrical, 243 
in cylindrical cavity, 254 
in dic.lectric wave guide, 263 
spherical, 545 

Transverse waves, in conducting me­
dium, 223 
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Transverse waves, in magnetohydrody­
namics, 331 

in plasma, 226, 339 
plane, 204 

Traveling wave solutions, 203, 212 
in wave guide, 244 

Uncertainty principle, 209, 215 
use of, to obtain quantum-mechanical 

modifications, 440, 442, 453, 455, 
511, 527, 532, 599 

Uniqueness theorem, 15 
use of, with Legendre polynomial ex­

pansion, 61, 63 
Units, and relative dimensions of elec­

tromagnetic quantities, 613 f. 
appendix on, 611 f. 
conversion between Gaussian and 

mks, 621 
different system of electromagnetic, 

616 
different systems of electromagnetic, 

important equations in, 618 
table for conversion of, 619, 620 

Van Allen belts, problems illustrating 
principles, 427 

Vector field, decompasition of, into 
longitudinal and transverse parts, 
182, 199 

Vector Green's theorem, 283 f. 
Vector potential, for time-varying fields, 

179 
in magnetostatics, 139 f. 
in non-cartesian coordinates, 141 
of localized oscillating source, 269 f. 
of magnetic dipole, 146 
of oscillating electric dipole, 271 
of oscillating electric quadrupole, 275 
of oscillating magnetic dipole, 274 

Vector spherical harmonics, 545 f. 
absolute square of, 551 
explicit forms for I = 1, 2, 3, 551, 

565, 573 
integral theorems involving, 556, 568 
sum rule for, 553 

Vector theorem, divergence, 6 
Green's, 283, 285 
Stokes's, 9 

Vector theorem, with surface and vol­
ume integrals, 284 

with vector spherical harmonics, 556, 
568 

Velocity addition law, relativistic, 360 
Velocity fields of point charge, 467 
Velocity of light, constancy of, 353 

numerical value of, 614 
Velocity of particle, relativistic, 393 
Velocity selector, 414, 426 
Virtual quanta, method of, 520 f. 

method of, and bremsstrahlung, 525 
method of, examples of use of, 520, 

525, 536 
spectrum of, 524 

Viscosity, coefficient of, 311 
effect of, on magnetohydrodynamic 

fl.ow, 316 f., 332 
magnetic, 314 

Wave equation, 180, 183 
covariant solution of, 388 
for scalar and vector potentials, 180 
from Maxwell's equations, 203, 543 
Green's function for, 185 
initial-value problem for, 186, 200 
one-dimensional solution of, 200 
transverse, in wave guide, 241 

Wave guide, 244 f. 
attenuation in, 249 f. 
boundary conditions in, 243 
cutoff frequency in, 245 
dielectric, 259 f. 
modes in circularly cylindrical, 266 
modes in rectangular, 246 
modes in triangular, 267 
possible modes of propagation in, 243 

Wavelength in wave guide, 245 
Wave number, and frequency, as 4-vec­

tor, 383 
connection of, with frequency, 203, 

208, 227, 338, 339 
Debye, 340 
imaginary part of, due to losses, 249 
in wave guide, 245 
spread of, in wave packets, 209 

Wave packets, in one dimension, 208 f. 
propagation of, in a dispersive me­

dium, 210, 212 



index 641 

Wave packets, spreading in time, 215 
Waves, Alfven, 331,344 

Alfven, attenuation of, 333 
Alfven, with displacement current, 

334 
magnetohydrodynamic, 329 f. 
magnetosonic, 3 31 
see also Plane wave, Spherical waves, 

Transverse waves 

Weizsacker-Williams method, 520 f. 
Williams-Weizsacker method, 520 f. 
Work, relation of, to potential energy, 

8, 20 
Work function of metal, and images, 

32 
Wronskian, 85 

for Bessel functions, 86 
for spherical Bessel functions, 541 




